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ABSTRACT
In this work we study tumor growth models based on mixture theory, considering two
classes of continuous macroscopic models: a phenomenological and a mechanical one. The
former is a hybrid multi-scale partial differential equation model describing vascular solid
tumor and capillaries growth, coupled with angiogenic factors and nutrients diffusion. The
capillary phase is described by a diffuse-interface model, also known as a phase-field model,
giving rise to a fourth-order parabolic partial differential equation. The tip cell dynamics,
responsible for the capillary migration, is described by a discrete agent-based model. This
model is able to represent the tumor growth and the development of angiogenesis. The
mechanical model is developed on a continuum mechanics basis by means of a continuum
mixture theory, also giving rise to a system of partial differential equations. Apart from the
classical setting, the framework used incorporates the balance of microforces, engendering
the possibility to model some of the phases (species) as a diffuse-interface model. A
four species thermodynamically consistent mechanical model was developed. With this
model, we expect to quantify the influence of stresses on the growth of solid tumors. All
models shown in the numerical results were discretized using spline-based Isogeometric
Analysis, and implemented in PetIGA, a parallel and high-performance implementation of
Isogeometric Analysis on top of the Portable Extensible Toolkit for Scientific Computation,
better known by the acronym PETSc.

Keywords: Tumor Growth, Theory of Mixture, Phase-Field, Mathematical Modeling,
Isogeometric Analysis.



RESUMO
Neste trabalho, estudamos modelos de crescimento tumoral baseados na teoria da mistura,
considerando duas classes de modelos macroscópicos contínuos: um fenomenológico e um
mecânico. O primeiro é um modelo híbrido de equações diferenciais parciais multiescala
que descreve o crescimento de tumores sólidos vasculares e capilares, juntamente com
fatores angiogênicos e difusão de nutrientes. A fase capilar é descrita por um modelo de
interface difusa, também conhecido como modelo de campo de fase, dando origem a uma
equação diferencial parcial parabólica de quarta ordem. A dinâmica das células da ponta,
responsável pela migração capilar, é descrita por um modelo discreto baseado em agentes.
Este modelo é capaz de representar o crescimento de um tumor e o desenvolvimento da
angiogênese. O modelo mecânico é desenvolvido com base na mecânica do continuum por
meio de uma teoria da mistura do continuum, dando origem também a um sistema de
equações diferenciais parciais. Além do cenário clássico, a estrutura utilizada incorpora o
equilíbrio de micro-forças, gerando a possibilidade de modelar algumas das fases (espé-
cies) como um modelo de interface difusa. Um modelo mecânico termodinamicamente
consistente de quatro espécies foi desenvolvido. Com este modelo, espera-se quantificar a
influência das tensões no crescimento de tumores sólidos. Todos os modelos mostrados
nos resultados numéricos foram discretizados usando a Análise Isogeométrica baseada em
splines e implementados no PetIGA, uma implementação paralela e de alto desempenho
da Análise Isogeométrica sobre o Portable Extensible Toolkit for Scientific Computation,
mais conhecido pela sigla PETSc.

Palavras-chave: Crescimento Tumoral, Campo de fase, Teoria da mistura, Modelagem
Matemática, Análise isogeométrica.
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1 INTRODUCTION

The World Health Organization estimates that 9.6 million people lost their lives in
2018 due to cancer and 18.1 million new cases were detected 1. This alarming number of
deaths is motivating the scientific community to collaborate in the development of research
capable of improving the understanding of the cancer dynamics and the current treatments
available, aiming at the minimization of deaths. In recent years, many mathematical
models of tumors have been developed. The research, development, and improvement of
these models have great potential to accelerate the development of drugs and optimize
treatments, besides replacing part of the research in vivo with in silico research, reducing
the use of live guinea pigs.

The modeling of the diffusion in biological tissues, presented by Hill A. V. (1928),
was the basis for mathematical models on the growth of solid tumors to be developed in
the following years. The exponential, logistic and Gompertz models were used in many
of them (Laird, 1964) (Garg and Miga, 2008). In the last decades, new approaches have
been used in modeling tumor growth.

Generally, tumor growth models use discrete, continuous or hybrid techniques to
capture the phenomena involved in the development of the tumor. Continuous models
are able to show the general behavior of tumor growth, modeling the average behavior
at the population level and fail to examine phenomena that occur at the single cell level
(Bellomo et al., 2008). Discrete models can represent individual cells, track and update
their internal states, incorporate biological rules, such as those that define the cell-cell and
cell-matrix interactions involved in chemotaxis and haptotaxis (Deisboeck et al., 2011).
A great computational demand is generated when describing details of the individual
behavior of the cells, limiting the discrete models to the control of a relatively small
number of cells (Deisboeck et al., 2011). In hybrid models, individual cells are treated
discretely, but interact with other fields on the continuum (Roose et al., 2007).

A timeline describing the main facts in the history of mathematical modeling of tumor
growth is presented in (Byrne, 2010). Among these facts, we highlight the presentation of
the first biomechanical model of an avascular tumor (Greenspan, 1976), the first model
of avascular tumor growth using mixture theory (Ward and King, 1997), and the first
multiscale model of vascular tumor growth (Alarcón et al., 2004). According to Lowengrub
et al. (2009), the first mathematical model focusing on angiogenesis was developed by
Balding and McElwain (1985). Stokes and Lauffenburger (1991) developed the first
discrete model describing angiogenesis, where each sprout is treated individually (Lima
1 http://www.who.int/cancer/en/
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et al., 2014). Chaplain and Stuart (1993) improved a continuous one-dimensional model,
which describes the diffusion of angiogenic factors in the surrounding tissue, presented in
(Chaplain and Stuart, 1991), to evaluate their effects on the endothelial cells of neighboring
blood vessels. For a more detailed look at the history of tumor growth modeling, see
Araujo and McElwain (2004), Bellomo et al. (2008).

The modeling of tumor growth requires a certain degree of minimum knowledge
in some areas such as Biology, Chemistry, Mathematics and Physics. Moreover, the
equations or systems of equations that govern these models generally have no analytical
solution. Thus, knowledge in numerical methods is indispensable for the solution and
analysis of these models. The tumor growth models presented in this work are based
on mixture theory and belong to the class of continuous macroscopic models, one being
phenomenological and the other mechanical.

The phenomenological model is a hybrid model of partial differential equations that
operates on two scales. The model describes the growth of solid tumors, in their avascular
and vascular phases, the awakening of angiogenesis, the development of capillaries and the
diffusion of angiogenic factor and nutrient. The capillary phase is described by a diffuse
interface model, also known as a phase field model, giving rise to a fourth order parabolic
partial differential equation. The tip cell dynamics responsible for capillary migration are
described by a discrete agent-based model. This model, presented in Chapter 4, is able to
represent the growth of a tumor and the development of angiogenesis. It is based on Xu
et al. (2016) and has been tested in the challenge of representing new tumor and capillary
configurations.

The mechanical model is developed based on continuum mechanics through a theory
of continuum mixture, also defined by a system of partial differential equations. In addition
to the classical scenario, the structure used incorporates the microforce balance, generating
the possibility of modeling some of the phases (species) as a diffuse interface model. A
thermodynamically consistent mechanical model of four species was developed based on
Faghihi et al. (2018). With this model, it is expected to quantify the influence of stress on
the growth of solid tumors. The mechanical model is presented in Chapter 5.

All models shown in the numerical results were discretized using spline-based Isogeo-
metric Analysis and implemented in PetIGA, a high-performance, parallel implementation
of Portable Isogeometric Analysis, Extensible Toolkit for Scientific Computation, better
known as PETSc. Chapter 3 provides a short presentation of the Isogeometric Analysis
and PetIGA.

When presenting research in a multidisciplinary area, it is important to remember
that not all people interested in the research have a multidisciplinary background. A
mathematician is unlikely to know about details of a cell, while a biologist may not know
thermodynamic laws. Contemplating and clarifying every detail of each area is impossible,



Chapter 1. INTRODUCTION 16

but a brief review can provide important definitions and indicate specialized references.
That is the goal of Chapter 2.

1.1 Contributions of this thesis

This thesis aims to contribute to the study of development and numerical solution of
tumor growth models. The most expressive contributions are listed below:

• The use of the PetIGA tool for the implementation of the models consisting of a
system of fourth order partial differential equations, with good results in 2D and 3D;

• The implementation of a model that combines a fourth order system with angiogenesis
in 2D and 3D. This model has a discrete part on agent-based, implemented in
C/C++ using STL data structure. The discrete part operates between the time
steps, analyzing the tumor environment and checking the conditions necessary for
the development of angiogenesis. Inspired by Lima et al. (2014), we incorporated
the conductivity tensor into the model, giving more realism to the capillary advance
towards the tumor;

• Blocking angiogenesis and using a different initial configuration, with a tumor closer
to the vessel, revealed that the model was able to capture most of the characteristics
of a tumor cord. The model studied was able to capture the movement of a spherical
tumor towards the vessel. After encircle the vessel, the tumor grows radially and
along the vessel, forming a cylindrical structure. The model also managed to capture
tumor morphology as well as nutrient distribution thus, delimiting the proliferative
and hypoxic layers;

• Construction of a mechanical model, thermodynamically consistent and of four
species, based on the ideas of Oden et al. (2010) and Faghihi et al. (2018). With
this model, we intend to describe the physical forces acting on solid and fluid species
during tumor growth.

1.2 Thesis outline

This thesis is organized as follows: Chapter 2 is dedicated to give a brief introduction
and review of some biological and physical concepts used throughout the text. Chapter 3
provides a brief introduction to the Isogeometric analysis and the presentation of the
PetIGA tool used in the implementation of the models. In Chapter 4, we present the
phenomenological model of tumor growth with angiogenesis (Xu et al., 2016) and the
improvements made in the model. Chapter 5 describes a thermodynamically consistent
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mechanical model for tumor growth based on Faghihi et al. (2018) and Oden et al. (2010).
In chapter 6 we present the numerical experiments related to the phenomenological model.
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2 PRELIMINARIES

2.1 Fundamentals of biology

The onset and the development of tumors in the body are quite complex and involve
a large number of events at different scales, namely, molecular (microscopic), cellular
(mesoscopic), and tissue scales (macroscopic). Many events of the molecular scale occur
within the cells, including the interpretation of external signals received by receptors on
cell surfaces and nutrient uptake. The molecular machinery is responsible to orchestrate
cell’s functionality. Examples on the cellular scale phenomena are necrosis, apoptosis, cell
division, and migration, besides the interactions among tumor cells and the other types of
cells present in the body such as endothelial cells (Bussolino et al., 2003). on this scale,
the collective behavior of the cells composing a tumor tissue is detectable, generally by its
morphological changes when compared to the healthy tissue nearby. We describe in this
section a few details of these complex multi-scale biological phenomena affecting millions
of people per year diagnosticated with a tumor.

2.1.1 Cell cycle

The cells of our body have genetically programmed mechanisms that control how
often they can divide, their differentiation and when their life cycle ends, keeping the
appropriate number of each cell type. The cell cycle is a well-linked sequence of events that
governs cell life and is divided into two major phases: interphase and mitosis (Weinberg,
2014). The interphase comprises the entire period between the beginning of the cell’s
life cycle and mitosis. It is subdivided into 3 phases: G1, S, and G2. The G1 phase is
where the newly formed cell initiates the cycle, at which time the cell develops, grows,
and assumes its specific functions relative to its type. The S phase (synthesis) is the stage
where the DNA is duplicated. In G2 phase the cell carries out the duplication of other
components that will form the new cells. The mitotic phase, M, is when the cell divides
itself into two identical (daughter) cells and is also decomposed into four phases: prophase,
metaphase, anaphase, and telophase. Finally, the G0 phase, which is located in the G1

phase, happens whenever the cell is not proliferating, also named, in quiescent state. For
example, neurons remain in the G0 phase throughout their life. A representation of the
cell cycle and its subdivisions is given in Figure 2.1.

In order to avoid flaws in the cell duplication process, the cell cycle has checkpoints
to monitor each step, evaluating whether the cells have met the requirements to move
to the next stage, or whether there is any kind of mutation. Upon detecting a failure,
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Figure 2.1 – The cell cycle and checkpoints - adapted from (Cristini and Lowengrub, 2010)

the process is interrupted until the problem is resolved. If the cell is severely damaged it
will be induced to apoptosis (self-destruction). If the genome is damaged, the entry into
the S phase is blocked at one of the checkpoints or a checkpoint stops DNA replication.
In G2, a checkpoint does not allow entry into phase M if the DNA replication is not
complete. Already in phase M, a checkpoint checks the last details before cell division is
completed. Some checkpoints are represented in Figure 2.1. For more details on the cell
cycle, see Weinberg (2014).

2.1.2 The Hallmarks of cancer

Some genetic and epigenetic1 changes may accumulate in some cells over time, causing
failures in the mechanism that controls cell life. These failures can generate a cluster of
cells with the same problems forming a tumor. A large number of neoplastic diseases
(tumors) with different characteristics affect the human being in various parts of the body.
In order to provide a logical structure to organize and facilitate the understanding of
the diversity of these diseases, Hanahan and Weinberg (2000) proposed six fundamental
characteristics for these diseases, that can be classified as cancer (malignant tumor):

1- Self-sufficiency in growth signals.
2- Insensitivity to anti-growth signals.
3- Evading apoptosis.
4- Sustained angiogenesis.
5- Limitless replicative potential.
6- Tissue invasion and metastasis.

In Figure 2.2 we have the description of the six signs and the symbology used by Hanahan
and Weinberg (2000).
1 Heritable changes in gene expression that are not encoded in the genome (Tannock et al., 2013).
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Figure 2.2 – The hallmarks of cancer - reproduced from Hanahan and Weinberg (2000).

In 2011, the list was extended adding four new characteristics (Hanahan andWeinberg,
2011). Two of them are actually enabling characteristics that contribute to the cells being
able to acquire the six initial hallmarks: Genomic Instability in Cells and Mutation
and Tumor-Promoting Inflammation. The other two hallmarks added are: Cellular
Energy Deregulation and Avoiding Immune Destruction. In Figure 2.3, we have the new
configuration for cancer hallmarks.

Figure 2.3 – Cancer hallmarks update - reproduced from Hanahan and Weinberg (2011).
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2.1.3 Solid tumors

Solid tumors account for more than 85% of cancer mortality (Jain, 2005). Examples
of solid tumors are sarcomas and carcinomas. The solid tumor carcinoma, developed by
the unregulated multiplication of epithelial cells, is responsible for the most of those deaths.
The epithelium is composed of sheets of tightly adhered epithelial cells that cover organ
surfaces and often perform specialized functions. Epithelial tissue is not vascularized and
the space between cells is minimal, leaving no space for the extracellular matrix (ECM).
Epithelial cells feed through the diffusion of nutrients found in adjacent connective tissue,
named the stroma, that is interlaced by blood vessels, nerves, and lymphatic vessels. It
may rest on an additional layer of muscle or bone and is separated from the epithelial
tissue by the basement membrane (Cristini and Lowengrub, 2010).

In the initial stage of the tumor, called the avascular stage, tumor cells feed on the
nutrients available in the host tissue. Initially all cells are well-nourished and proliferate
rapidly (Byrne and Preziosi, 2003) and, generally, the volume of a tumor does not exceed
1mm3 at the avascular stage (Koumoutsakos et al., 2013). The growth of a spherical
cluster of tumor cells prevents the nutrients from reaching the nucleus by diffusion, forming
three regions: proliferative layer, hypoxic layer and necrotic nucleus. The proliferative
layer is located in the most superficial part of the tumor and is in contact with the host
tissue, therefore it has easier access to the available nutrients. The hypoxic layer is an
intermediate layer, where the cells do not have access to the necessary amount of nutrients
to proliferate, entering a state quiescent. The necrotic nucleus is composed by cells that
die due to lack of nutrients. Figure 2.4 shows the aforementioned layers.

Figure 2.4 – Layers of a solid tumor in the avascular phase, based on nutrient distribution:
Proliferative layer (Green), Hypoxic layer (Mustard) and Necrotic nucleus
(Orange).

Another solid tumor structure is known as a tumor cord, which forms when a solid
tumor grows around a blood vessel. This type of tumor has a particular sequence of layers,
not following the configuration shown in Figure 2.4. Its cylindrical structure is shown in
Figure 2.5, highlighting the scheme with the order of its layers.
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Figure 2.5 – Layers of a tumor cord based on nutrient distribution: Necrotic layer (Orange),
Hypoxic layer (Mustard), Proliferative layer (Green) and in the center the
vessel (red).

The proliferative layer is located in the region closest to the vessel, while the necrotic
layer is located in the most distant region. The hypoxic layer occupies a transition
region, between the proliferative and necrotic layer. Radial growth is limited by the low
concentration of nutrients in the hypoxic and necrotic layers, so the radius of the cylindrical
structure tends to become constant. In this configuration, longitudinal growth prevails.

These structures were studied by Moore et al. (1984), Bertuzzi and Gandolfi (2000),
Scalerandi et al. (2003), Bertuzzi et al. (2004), Astanin and Tosin (2007) and others.
Bertuzzi et al. (2002), for example, constructs a mathematical model that describes the
steady state proliferative behavior of the cell population within a tumor cord.

Szymańska et al. (2018) presents simulations of a individual-based, force-based
model of cell growth which is driven by forces acting upon the cell. Their tumor growth
simulations focus on the description of the tumor cord. Tumor cells are placed around
a small blood vessel that secretes nutrients. The concentration of nutrients is constant
within the vessel and diffuses through the tissue, reaching zero at a distance of about
200µm. Figure 2.6 shows the result of one of its simulations.

Figure 2.6 – Plots showing results of numerical simulations of Szymańska et al. (2018),
where a growing tumor cord around a central blood vessel at times 332h and
1332h. As the tumor cord grows, the cells further from the vessel become
necrotic (black). – adapted from Szymańska et al. (2018).

A tumor growth model was presented by Astanin and Tosin (2007) to describe the
behavior of the tumor cord. It is based on the theory of mixture and is composed of two
partial differential equations. One equation governs the volume of tumor cells and the
other, nutrients. The results show a constant layer of tumor cells around the vessel and a
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constant velocity of expansion. For the other hand, Tosin (2009) performed experiments
with an integro-differential free boundary model, being able to describe the evolution of
the tumor cord and the concentration of nutrients. Figure 2.7 shows the two-dimensional
domain of the experiment performed by Tosin (2009).

Figure 2.7 – A rectangular domain divided into two subregions, representing the tumor
cord and host tissue, separated by a free boundary. The blood vessel coincides
with the horizontal axis – adapted from Tosin (2009).

In one of his experiments, Tosin (2009) places a small tumor in the lower left part
of the domain, next to the blood vessel. Figure 2.8 shows two stages of the experiment,
where Fig. 2.8(a) represents time t “ 100 and Fig. 2.8(b) represents time t “ 900.

(a) Experiment setup at t “ 100, tumor and nutrients.

(b) Experiment setup at time t “ 900.

Figure 2.8 – The white line indicates the position of the interface between tumor cells and
host tissue. The concentration of nutrients is given by the variation of colors.
Reproduced from (Tosin, 2009)

According to Harris (2002), 180µm is the calculated distance that oxygen diffuses
as it passes from the capillary to the cells before it is completely metabolized. For this
reason, in our experiments involving a tumor cord (section 6.5), the distance between the
pre-existing vessel and the tumor is less than 180µm, thus allowing the arrival of nutrients
from the capillary to feed the tumor.
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2.1.4 Angiogenesis

Due to the privation of nutrients, hypoxic tumor cells produce angiogenic factors,
capable of inducing angiogenesis, that can be defined as the process in which new blood ves-
sels are formed from pre-existing ones through migration and proliferation mechanisms (Xu
et al., 2016). The process of tumor angiogenesis was discovered in the 1970s by Folkman
(1971). Tumor angiogenic factors (TAF) diffuse through the tumor and host tissue in
search of blood vessels rich in nutrients. The blood vessels are lined with endothelial
cells, that upon contact with angiogenic factors, obtain two different phenotypes: stalk
and tip. Endothelial cells with the tip phenotype acquire filopodia, extensions capable of
analyzing the surrounding environment and guiding the cell towards the tumor, following
the gradient of angiogenic factor (Hellström et al., 2007; Suchting et al., 2007; Aird,
2012). Endothelial cells with the stalk phenotype proliferate creating a new capillary,
maintaining the connection between the tip cell and the original vessel. A ligand for
Notch receptors, called Delta-like 4 (Dll4), regulates the branching of vessels, inhibiting
the formation of endothelial tip cells in response to TAF (Hellström et al., 2007; Suchting
et al., 2007). Searching for an adequate ratio between the stalk and tip cells, required
for correct sprouting and branching patterns(Hellström et al., 2007). Figure 2.9 shows a
scheme growth of a new capillary from a pre-existing vessel.

(a) The angiogenic factor concentration
(green) reaches the endothelial cells.

(b) One of the endothelial cells assumes the
tip phenotype and the other stalk.

(c) The tip cell moves toward the tumor and
the stalk cells proliferate.

(d) The TAF reaches other endothelial cells
and another tip cell is activated.

Figure 2.9 – Growth of new capillaries from pre-existing vessels.
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When the new capillary, guided by the tip cell, reaches the tumor it provides nutrients
for the tumor cells to proliferate. It takes approximately 10 to 21 days for the growing
network to link the tumor to the parent vessel (Mantzaris et al., 2004), and the tumor
growth enters in the vascular stage. The connection of the tumor to the blood vessels
creates the opportunity for the tumor cells to fall into the bloodstream and migrate to
other organs.

2.1.5 Mechanical response

The proliferation of the tumor cells and the increase of the tumor mass promotes
the appearance of physical forces when the solid tumor growths in confined spaces in vivo.
Knowing how these forces affect tumor development is one of the goals in biomechanical
research on tumor growth. Koike et al. (2002) found that solid stress facilitates the
formation of spheroids in rat prostate carcinoma cells, even though the tumor cells used
are highly metastatic, which in the absence of stress would not have this morphology.
The authors suggest that cell matrix adhesion is predominant. Those kind of cell may be
adequate for spheroid formation, whereas solid stress may be required to form spheroids
in the cell.

Stylianopoulos et al. (2012) studied the effect of externally applied stress on solid
tumors. In the experiment the tumor cells were dipped in agarose gel with different levels
of stiffness and it was observed that the increase of the compressive stress inhibits the
growth of spheroids. Stylianopoulos et al. (2013) considers in his model, in the tumor
environment, three types of stress: growth-induced stress, externally applied stress, and
fluid pressure. The action of solid stress on a tumor is presented in (Stylianopoulos et al.,
2013) by a scheme described in Figure 2.10. In the interior, the tumor is compressed while
at the interface with the normal tissue the tumor is compressed in the radial direction and
stretched in the circumferential. Stylianopoulos et al. (2013) states that, as a result of
these stresses, peritumoral vessels might form elliptical rather than circular shapes.

Figure 2.10 – Action of solid stress on a tumor – adapted from Stylianopoulos et al. (2013).
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Mechanical forces applied to the solids cause deformation and the forces applied to
the liquids cause flow (Fung, 1977), but when mechanical forces act on biological tissues
they can induce biological responses to those stimuli in the cells. According to Zhu et al.
(2002), there is an increasing evidence that many conditions of cells, normal and diseased,
are dependent on or regulated by their mechanical environment. The evidence that
proliferating tumor cells cause compression and collapse of intratumoral vessels are shown
in Padera et al. (2004). The compression in the vessels makes the arrival of nutrients
to the tumor be difficult, resulting in the inhibition of tumor growth. The decreasing
of the nutrient supply to the tumor can turn proliferative tumor cells into hypoxic cells.
According to Jain et al. (2014), hypoperfusion and hypoxia contribute to immune evasion,
promote malignant progression and metastasis, and also reduce the efficacy of a number
of therapies, including radiation.

Nia et al. (2017) used the planar-cut method, which provides 2D maps of solid stress
in tumors, to estimate and compare the solid stress, elastic energy and mechanical stiffness
in size-matched tumors formed from the same cell lines, and in primary versus metastatic
sites. With this experiment they discovered three important relationships between these
physical quantities, the type of cell and also the location of the tumor:

(i) solid stress and elastic energy are mechanical abnormalities that vary between tumors;

(ii) solid stress and elastic energy depend on both the cancer-cell type and the microen-
vironment in which they reside;

(iii) tumors with greater elastic energy are not necessarily stiffer, and stiffer tumors do
not necessarily have greater elastic energy.

According to Taber (2004), problems involving deformation of soft biological tissues
are among the most challenging in applied mechanics. The continuum mechanics is a
powerful tool and provides a strong theoretical basis to model the physical phenomena
that act in the tumor environment. A brief review of the main concepts used in this work
is presented in the next section.

2.2 Fundamental laws of physics

The fundamental laws of physics were developed over centuries by observations and
experiments, always accompanied by a rigorous mathematical description. These laws
are fundamental to describe mathematical models for complex phenomena that occur in
several areas of knowledge. The scope of these laws also covers the biological area, the
subject of this work.
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The continuum mechanics considers the laws of physics to study deformations and
forces acting on a body which can be solid, liquid or gas. To apply mathematical concepts
to these bodies, the continuum hypothesis is applied, disregarding the discrete nature of
matter - that is, the spaces between the molecules that form bodies are neglected - and
the body is considered a continuous medium. With this, it is possible to define quantities,
represented by continuous functions such as mass density, displacement, velocity and
deformation (Reddy, 2013).

The references used in the composition of this section are the works of Gonzalez and
Stuartt (2008), Gurtin et al. (2010), Epstein (2012), Reddy (2013).

2.2.1 Motion

The motion of a body B Ă R3 is given by a smooth function ϕ, which at each point
X P B and a time t P r0, T s, is associated with a point x P R3,

ϕpX, tq “ x. (2.1)

By fixing the time t, the function

ϕtpXq “ ϕpX, tq (2.2)

will be called the deformation function of body B. In this way the function ϕ is considered
a continuous deformation of the body B. We use the notation Bt to represent the image
of the deformation, Bt “ ϕtpBq. For t “ 0 we consider the function ϕ0pXq “ X, so
ϕ0pBq “ B0 “ B.

The domain B and the image Bt are called the reference body (material) and the
deformed (spatial) body, respectively. The configuration of the body B is called material
configuration and the elements associated with it - such as points, vectors, derivatives and
others - are called material elements. Similarly, the configuration and elements associated
with body Bt are called spatial configuration and spatial elements. A representation of a
function ϕ and some material and spatial elements are shown in Figure 2.11.

Let β be a scalar, vector or tensor field, and γ be a vector or tensor field. We consider
the symbols GRAD(β) and DIV(γ) to represent the gradient and divergence of the field
in the reference configuration. Similarly, the symbols ∇β and ∇ ¨ γ represent the gradient
and the divergence of the field in the spatial configuration.

The local deformation of a body can be represented by the gradient of the function
ϕt

BϕtpXq

BX
“
Bx

BX
“ GRADpϕq “ F . (2.3)
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Figure 2.11 – Function ϕ, the displacement vector u, the reference body B0 and deformed
body Bt.

The deformation gradient F is a second-order tensor defined by
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In general, the tensor F is not symmetrical and its determinant J is called the Jacobian
of motion. If J “ 1 for all points of the body, the deformation preserves the volume of the
body and is called isochoric. A fundamental hypothesis for the study of the movement of a
body is to demand that the determinant of the deformation gradient be non-zero pJ ‰ 0q.
A physical reason for assuming this hypothesis is to prevent the density from taking on
unwanted values, such as zero in the initial configuration. Here we impose J ą 0, thus
ensuring that the deformation will preserve the orientation of the body (Gonzalez and
Stuartt, 2008).

Considering ϕt invertible and of class Ck
pBq, the hypothesis J ą 0 guarantees that

ϕ´1
t is also class Ck

pBq. Bowen (1976) suggests assuming sufficient smoothness of ϕt so
as to make any needed mathematical operations correct. Here we consider k “ 2, as in
Ogden (1984).

ϕtpXq “ x ϕ´1
t pxq “X. (2.5)

The velocity of the particle at time t is given by

VpX, tq “
BϕpX, tq

Bt
“
Bϕpϕ´1pxq, tq

Bt
“ vpx, tq. (2.6)

The material time derivative of a scalar field β is given by

dβ

dt
“
Bβ

Bt
` v ¨∇β, (2.7)
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where v is the velocity of the particle at time t.

The following theorem was introduced due to its importance in the multiplicative
decomposition of tensors and its use in the creation of fundamental tensors to study
deformation.

Theorem 1. (Polar Decomposition) Let F be an invertible tensor pJ “ detpFq ‰ 0q.
Then, there are symmetric, positive-definite tensors U and V and a rotation R such that

F “ RU “ VR,

where U “
?

FTF and V “
?

FFT .

For a better analysis of the changes in the geometry of a body, tensor F can help to
define, respectively, the right and left Cauchy-green strain tensors as:

C “ FTF “ U2, (2.8)

B “ FFT
“ V2, (2.9)

where it is taking into account only the variations in the distances and neglecting rotations
and translations. The tensors C and B are symmetric positive definite.

The displacement u of a body’s particle is given by the difference between its initial
position X and its final position x,

upxq “ x´ ϕ´1
px, tq “ x´X. (2.10)

Figure 2.11 shows the representation of the displacement u P R3. The deformation and
displacement in one dimension can be seen in Fig. 2.12.

Figure 2.12 – Deformation function ϕt, reference body B0, deformed body Bt, displace-
ment u.

In the context of tumor growth, both tumor and host tissue coexist with mechanical
forces acting on them. Moreover, they themselves exert forces on all components of
the environment. The development, the shape and even the malignancy of tumors are
influenced by those mechanical forces.
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In general, there are two types of forces in the mechanics of the continuum: surface
forces and body forces. Surface forces act on the body surface and are calculated per unit
of surface area through which they act – they are called contact forces. Body forces act at
a distance, without physical contact between bodies, such as gravity. Those forces act on
the volume or mass elements in the body.

When a force f is applied on a deformable body B it is expected that the force does
not act at all points of B with the same intensity and direction. Given a point x P Bt,
take a plane s that passes through x, and the normal vector n that determines it. Take
in s, an element of area ∆s with center x. The result of the internal force acting on this
element of area ∆s is represented by the vector ∆f .

Figure 2.13 – Surface force ∆f on surface area element ∆s at point x.

The traction vector, defined as

tpx, t,nq “ lim
∆sÑ0

∆f
∆s (2.11)

gives an idea of how the surface force f acts on the body and it depends on the point x
and the vector n, normal to the element of area ∆s.

The traction vector appears in the integral form of the momentum balance on a
surface integral. Transforming the integral form to a local form requires that all integrals
be volume integrals and the shape of the traction vector makes it difficult to use the
divergence theorem for such a change (Goriely, 2017). An alternative is to write the
traction vector as a result of applying a tensor over the normal vector. Cauchy principles
can be used to show that the surface force density depends linearly on the normal unit
vector (Ogden, 1984), when t is continuously differentiable. This means that

tpx, t,nq “ Tpx, tqnpxq , (2.12)

where T is a second order tensor, called Cauchy stress tensor and is one of the main stress
measures. The Cauchy stress tensor is defined in current configuration as the tensor that
maps n in t, according to (2.12). Figure 2.14 shows the Cauchy tensor acting on vector n,
which is unitary and normal to surface Rt at point x.
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Figure 2.14 – The Cauchy tensor acts on the vector n, which is unitary and normal to the
surface Rt at point x.

2.2.2 Balance laws

The balance laws are physical principles that must be satisfied for all materials
systems. The form of each balance law depends on the fields and the forces that are
considered in the model. A thermo-mechanical system must include the following balance
laws:

• balance of mass;

• balance of linear momentum;

• balance of angular momentum;

• balance of energy;

• the second law of thermodynamics.

From that moment on we consider ϕ : B ˆ r0,8q ÝÑ R3 the motion of a continuous
body B, with an associated spatial velocity field vpx, tq and a spatial mass density field
ρpx, tq.

Balance of mass

This law states that mass is neither created nor destroyed in a closed system, so
it can also be called the mass conservation principle. The mass balance in the Eulerian
configuration can be written as

Bρ

Bt
`∇ ¨ pρvq “ 0, (2.13)

for all x P B and t ě 0. Considering the material time derivative definition, Eq. (2.13)
can be written as

Bρ

Bt
` v ¨∇ρ` ρ∇ ¨ v “ 0 (2.14)

dρ

dt
` ρ∇ ¨ v “ 0. (2.15)
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Balance of linear momentum

This law is equivalent to Newton’s second law of motion applied to a deformable
continuum and relates forces acting on a body with its acceleration. We consider here two
types of forces: macroscopic and microscopic.

The balance of linear momentum for macroscopic forces in the Eulerian configuration
can be described as

ρ
Bv
Bt
` ρp∇vqv “ ∇ ¨T` ρb, (2.16)

or, considering the material time derivative definition,

ρ
dv
dt
“ ∇ ¨T` ρb, (2.17)

for all x P B and t ě 0, where Tpx, tq is the Cauchy stress field and bpx, tq is the body
force. A new version for Eq. (2.16) can be found by multiplying Eq. (2.14) by v and
adding Eq. (2.16) as follows

ρ
Bv
Bt
` ρp∇vqv`

Bρ

Bt
v` pv ¨∇ρqv` pρ∇ ¨ vqv “ ∇ ¨T` ρb

Bpρvq
Bt

` ρp∇vqv` pv ¨∇ρqv` pρ∇ ¨ vqv “ ∇ ¨T` ρb

Bpρvq
Bt

` ρ rv ¨ p∇vq ` p∇ ¨ vqvs ` pv ¨∇ρqv “ ∇ ¨T` ρb

Bpρvq
Bt

` ρ r∇ ¨ pvb vqs ` pvb vq∇ρ “ ∇ ¨T` ρb

Bpρvq
Bt

`∇ ¨ pρvb vq “ ∇ ¨T` ρb. (2.18)

The microforces describe forces associated with microscopic configurations of atoms.
Gurtin (1996) justifies a separate micro-balance as a consequence of the large difference in
the scales involved. The microforce system consists of a vector stress ξ, an internal scalar
force π and an external scalar force τ . The microforce balance is given by

∇ ¨ ξ ` π ` τ “ 0. (2.19)

Balance of angular momentum

This law, when applied in nonpolar materials, is greatly simplified and is represented
by

T “ TT . (2.20)

Thus, the conservation of angular momentum reduces to the assertion that the Cauchy
tensor is symmetric.

Balance of energy

The energy stored in a body Bt is represented by the internal energy εpx, tq. Contri-
butions to internal energy can occur in various ways, for example by heating the body Bt
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or by the mechanical work applied on it. The release of internal energy can also occur in
several ways such as: heat, movement or mechanical work. The internal energy can be
composed, for example, by mechanical, thermal, chemical or electromagnetic contributions.
Considering only the mechanical and thermal energies, the energy balance equation can
be written as

ρ
dε

dt
“ T : D´∇ ¨ q ` ρr @x P Bt, t ě 0, (2.21)

where D is the symmetric part of ∇v , qpx, tq is the heat flux vector field, rpx, tq is the heat
supply field per unit mass. Equation (2.21) is known as the first law of thermodynamics.
A new version of this equation can be formulated taking into account the chemical energy
and work done by the microforces.

Second law of thermodynamics

One form of the second law of thermodynamics is given by the inequality of Clau-
sius–Duhem

ρ
dη

dt
ě
ρr

θ
´∇ ¨

´q
θ

¯

@x P Bt, t ě 0, (2.22)

where ηpx, tq is the entropy field per unit mass (Gurtin, 1996) and θpx, tq is the (absolute)
temperature field in Bt.

For details on continuum mechanics and laws of equilibrium, Gonzalez and Stuartt
(2008) and Truesdell (1992) are good references. For a biological view of continuum
mechanics, Fung (1977) is a good recommendation.

2.3 Mixture theory

When a body is formed by the mixture of two or more constituents, its individual
physical properties may influence movement and deformation, as well as the possibility of
chemical interaction between constituents. There are two types of mixture: homogeneous
and heterogeneous (Concha, 2014). A homogeneous mixture occurs at the molecular level,
whereas a heterogeneous mixture occurs at the macroscopic level and is called a multiphase
mixture. The components of a multiphase mixture can be identified at different phases.

The theory of continuous mixture was developed for the study of bodies with multiple
constituents. The initial ideas for mixture theory are credited to Fick (1855) and Darcy
(1856). However, Truesdell (1957) stands out in the development of this theory. Truesdell
presented a unified treatment of the mass, momentum and energy balance equations and
discussed possible forms for the second axiom of thermodynamics (Bowen, 1976).

The constituents present in the mixture coexist, that is, each constituent is dense in
the mixture. Thus, for each point of the space occupied by the mixture, there are particles
belonging to each of the constituents. The mixture can be seen as a superposition of
continuous media, where each one follows its own movement with the restriction imposed
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by the interaction between the components (Concha, 2014). The mixture, when treated
as a body composed of a single component, must obey the physical laws imposed on the
bodies.

The study of phases evolution in a mixture and the transition between them requires
the demarcation of the position occupied by each phase, determined by the interface.
There are two main phase evolution models: sharp interface and diffuse interface. In sharp
interface models the phase shift is abrupt. In the diffuse interface model changes between
phases take place quickly but smoothly. Figure 2.15 shows a two phase model configuration
where dotted line describes the phase transition for sharp interface and diffuse interface. A
diffuse interface has non-zero thickness, i.e. there is a transition region between one phase
to another. When using a sharp interface approach, it is necessary to track interfaces
during evolution by tracking the position of interfaces through mathematical equations
(Moelans et al., 2008).

(a) Sharp interface. (b) Difuse interface.

Figure 2.15 – Two phase model configuration.

In the diffuse interface approach, the microstructure is represented by means of a set
of phase-field variables that are continuous functions of space and time. The temporal
evolution of the phase-field variables is described by a set of partial differential equations
(Moelans et al., 2008).

Biological growth can be modeled as a continuous and homogeneous solid domain
composed of a single constituent. This approach may ignore phenomena that play important
biological roles during growth, including reaction and transport of nutrients, enzymes,
and by-products. Thus, the formulation of a model for biological growth will be enriched
using the mixture theory, which may include contributions from various constituents, solid
or liquid, as well as growth factors and cytokines, nutrients and interstitial fluid waste
products, all involved in the biochemical and biophysical process of growth (Ambrosi et
al., 2011).

Continuous models of tumor growth based on mixture theory have already been
described by a set of important references, such as Byrne (2003), Cristini et al. (2009),
Oden et al. (2010), and Lima et al. (2014). Those models often use mass balance equations
to describe their solid components (such as vessels, tumor tissue, healthy tissue), reaction-
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diffusion equations for fluid components (such as nutrients and agiogenic factors) and
source terms to perform coupling between equations. The choices made to describe
the velocities of these components characterize two main classes of macroscopic models:
phenomenological models and mechanical models.

Phenomenological models are very important and widely used in tumor modeling
and, in general, they make an assumption about movement of cells (or matrix components),
ignoring many mechanical effects. On the other hand, mechanical models use force-balance
or momentum balance interactions to determine the movements of the components in
response to the physical forces involved (Bellomo et al., 2008). According to ODEN
et al. (2013), there is increasing evidence that many of the complex processes involved
in the growth of tumors can be captured by phenomenological models, and by careful
characterizations of mechanical, chemical, and thermodynamical properties of tissue.

From now on, our main references will be Bowen (1976), Rajagopal and Tao (1995),
and Oden et al. (2010). Generalizing the idea of movement and deformation for the
theory of mixture, we consider that there are N constituents in the mixture and Xα,
α “ 1, 2, ..., N , is the position of a particle of the α constituent in its reference configuration.
For each constituent α, there is a function of the motion, defined by

ϕαpXα, tq “ x. (2.23)

The deformation gradient of each constituent is given by

Fα “
Bϕα
BXα

. (2.24)

To know the contribution of each constituent in the volume of the mixture at point x, the
volume fraction is defined as

φαpx, tq “
Bvα
Bv

, (2.25)

where Bv is a differential volume containing the point x, and Bvα is the proportion of
volume occupied by the constituent α. The mixture is considered saturated, when the sum
of the volume fractions of the constituents is equal to 1, i.e.,

N
ÿ

α“1
φαpx, tq “ 1. (2.26)

The mass density of the mixture, ρ, is given by the sum of the mass densities of each
constituent ρ̂α

ρpx, tq “
N
ÿ

α“1
ρ̂αpx, tq, (2.27)

where
ρ̂αpx, tq “ ραpx, tqφαpx, tq, (2.28)
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and ρα represent the mass of the α-constituent per unit volume of the constituent. The
mass concentration of the α-constituent is defined by

cαpx, tq “
ρ̂αpx, tq

ρpx, tq
. (2.29)

The velocity of a particle of the α-constituent at time t is given by

vαpx, tq “
BϕpXαpx, tq, tq

Bt
, (2.30)

and the velocity gradient of each constituent will be represented by

Lα “ ∇vαpx, tq. (2.31)

The mean velocity of the mixture can be calculated as follows,

v “
1
ρ

N
ÿ

α“1
ραφαvα. (2.32)

The velocity of the α-constituent in relation to the mean velocity of the mixture is called
the diffusion velocity and is defined by

uα “ vα ´ v. (2.33)

The tensor Lα can be decomposed as a sum of a symmetrical part Dα and an
antisymmetric part Wα, where

Dα “
1
2rLα ` LT

αs, (2.34)

Wα “
1
2rLα ´ LT

αs. (2.35)

The material-time derivative relative to the αth constituent of a scalar field β is given by
the relation

dαβ

dt
“
Bβ

Bt
` vα ¨∇β. (2.36)

A relation between the material-time derivative (2.7) and (2.36) is given by the
following expression,

dβ

dt
“
dαβ

dt
´ uα ¨∇β. (2.37)

Proof In fact,
dβ

dt
“
Bβ

Bt
` v ¨∇β

“
Bβ

Bt
` pvα ´ uαq ¨∇β

“

ˆ

Bβ

Bt
` vα ¨∇β

˙

´ uα ¨∇β

“
dαβ

dt
´ uα ¨∇β.
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2.4 The balance laws for mixtures

Let us consider a mixture with N constituents, where each of them must obey
the specific balance laws, formulated with the incorporation of terms that represent the
interaction between the components of the mixture. Our main references for this section
are: Bowen (1976), Rajagopal and Tao (1995), Gurtin (1996), Oden et al. (2010), Faghihi
et al. (2018). We will use the notation φα to represent the volume fraction of the α-th
constituent, that is the contribution of the constituent to the volume of the mixture at
the point x, that is φαpx, tq “

Bvα
Bv

.

2.4.1 Mass balance

The mass balance of the species composing the mixture takes into account the mass
exchange between the species. Thus, the mass balance of the species in the Eulerian
configuration is given by

Bραφα
Bt

`∇ ¨ pραφαvαq “ Sα ´∇ ¨ Jα, (2.38)

where Sα is the mass supplied to constituent α by other constituents and Jα is the mass
flux due to changes in the chemical potential (Oden et al., 2010). Another way to write
the equation (2.38) is

Bραφα
Bt

` vα ¨∇pραφαq ` ραφα∇ ¨ vα “ Sα ´∇ ¨ Jα , (2.39)
dαραφα
dt

“ Sα ´∇ ¨ Jα ´ ραφα∇ ¨ vα . (2.40)

The sum of all species represented by Eq. (2.38) yields an equation of conservation
of mass equivalent to Eq. (2.13), where only one constituent is considered,

ÿ

α

„

Bραφα
Bt

`∇ ¨ pραφαvαq


“
ÿ

α

rSα ´∇ ¨ Jαs . (2.41)

Therefore
ÿ

α

rSα ´∇ ¨ Jαs “ 0, (2.42)

and

B p
ř

α ραφαq

Bt
`∇ ¨

˜

ÿ

α

ραφαvα

¸

“ 0 . (2.43)

Taking into account Eqs. (2.27), (2.28) and (2.32) on Eq.(2.43) we get

Bρ

Bt
`∇ ¨ pρvq “ 0 . (2.44)
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Using the mass concentration cα, given by Eq. (2.29), the mass balance is also
described, in terms of cα, as

ρ
dcα
dt
`∇ ¨ pραφαuαq “ Sα ´∇ ¨ Jα, (2.45)

remembering that uα “ vα ´ v is the diffusion velocity of the α-component.

The Eq. (2.45) shows that when diffusion and chemical reactions are absent, the
concentrations are constant (Bowen, 1976). An application of Eq.(2.45) occurs when a
property Θ of the mixture is described as a weighted sum of the same property Θα of each
constituent

Θ “
1
ρ

ÿ

α

ραφαΘα . (2.46)

Eqs. (2.45) and (2.46) give us an identity that is of fundamental importance in
mixture theory, according to Bowen (1976) ,

ρ
dΘ

dt
“
ÿ

„

ραφα
dαΘα

dt
´∇ ¨ pραφαΘαuαq `Θα pSα ´∇ ¨ Jαq



. (2.47)

A similar identity to Eq. (2.47) can be described to relate v and vα

ρ
dv
dt
“
ÿ

„

ραφα
dαvα
dt

´∇ ¨ pραφαvα b uαq ` vα pSα ´∇ ¨ Jαq


, (2.48)

and replacing vα for uα ` v in the last two terms of the second member, we can rewrite
Eq.(2.48) as

ρ
dv
dt
“
ÿ

„

ραφα
dαvα
dt

´∇ ¨ pραφαuα b uαq ` uα pSα ´∇ ¨ Jαq


. (2.49)

The proof of Eqs.(2.48) and (2.49) are shown, respectively, in Appendix A.3 and A.4.

2.4.2 Force balance

We have seen in Section (2.2.2) that macroscopic and microscopic forces involved
in a thermomechanical system must satisfy laws described in Eqs. (2.16) and (2.19). By
working with a body made up of N constituents, the forces associated with that body also
must respect those laws and partial forces, associated with each of the constituents, are
used to describe versions them.

The balance of macroscopic forces for the α-constituent will be

ραφα
Bvα
Bt

` ραφα∇pvαqvα “ ∇ ¨Tα ` ραφαbα ` p̂α, (2.50)

or, equivalently,
ραφα

dαvα
dt

“ ∇ ¨Tα ` ραφαbα ` p̂α, (2.51)
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where Tα is the partial Cauchy stress tensor, bα is the partial body force and p̂α is
the momentum supply due to the interaction between the α-th constituent and other
constituents.

Considering the multiplication of Eq. (2.38) by vα and adding the result to Eq. (2.50),
we can find the following version for the balance of macroscopic forces

Bραφαvα
Bt

`∇ ¨ pραφαvα b vαq “ ∇ ¨Tα ` ραφαbα ` pSα ´∇ ¨ Jαqvα ` p̂α . (2.52)

To get the expression displayed in Eq. (2.52) the manipulations are identical to those given
in Eq. (2.18).

The microforce balance for the α-constituent is given by

∇ ¨ ξα ` πα ` τα “ 0. (2.53)

where ξα is the thermodynamic stress conjugate to the gradient of species volume fractions,
πα is the internal microforce, and τα is the external microforce associated with volume
fraction (Faghihi et al., 2018).

The sum of the macro-force balances of each species, where each balance is given by
Eq. (2.51), results in

ÿ

ραφα
dαvα
Bt

“
ÿ

∇ ¨Tα `
ÿ

ραφαbα `
ÿ

p̂α , (2.54)

and considering Eq. (2.49) , result in

ρ
dv
dt
`
ÿ

∇ ¨ pραφαuα b uαq ´
ÿ

uα pSα ´∇ ¨ Jαq “
ÿ

∇ ¨Tα `
ÿ

ραφαbα `
ÿ

p̂α,

(2.55)

or

ρ
dv
dt
“ ∇ ¨

!

ÿ

rTα ´ ραφαuα b uαs
)

`
ÿ

ραφαbα `
ÿ

ruα pSα ´∇ ¨ Jαq ` p̂αs .

(2.56)

The total stress of the mixture is given by the sum of the partial stresses of the
components plus a correction term. This term arises from the fact that the velocities
of the components differ from the mean velocity, contributing to the momentum of the
mixture (Epstein, 2012). Comparing Eq. (2.56) with Eq. (2.17) we get

T “

N
ÿ

α“1
rTα ´ ραφαuα b uαs , (2.57)

b “
1
ρ

N
ÿ

α“1
ραφαbα, (2.58)

0 “
ÿ

ruα pSα ´∇ ¨ Jαq ` p̂αs “
ÿ

rvα pSα ´∇ ¨ Jαq ` p̂αs . (2.59)
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For partial microforces we can describe

ξ “
N
ÿ

α“1
ξα, (2.60)

π “
N
ÿ

α“1
πα, (2.61)

τ “
N
ÿ

α“1
τα. (2.62)

Assuming that for each α, p̂α “ ´vα pSα ´∇ ¨ Jαq, we have two options for the
momentum balance

ραφα
Bvα
Bt

` ραφα∇pvαqvα “ ∇ ¨Tα ` ραφαbα ´ vα pSα ´∇ ¨ Jαq , (2.63)

or
Bραφαvα
Bt

`∇ ¨ pραφαvα b vαq “ ∇ ¨Tα ` ραφαbα . (2.64)

2.4.3 Balance of angular momentum

The balance of angular momentum in each species, considering nonpolar materials,
is given by the symmetry of the partial Cauchy stress tensor

Tα “ TT
α . (2.65)

2.4.4 Energy balance

In the formulation of models of biological phenomena, such as tumor growth, chemical
energy plays a crucial role and should be considered as one of the energies that contribute
to internal energy. The contribution made by chemical energy will be denoted byMα.
Based on the ideas of Gurtin (1996) and Faghihi et al. (2018), we also consider the work,
Wm

α pRtq, performed by external microforces, in addition to the contributionWs
αpRtq, given

by standard forces (macroforces), where Rt is an arbitrary part of Bt. Considering that
the mixture and its constituents are isothermal, the contributions made by the heat flux
vector field, qα, and the heat supply field, rα, are neglected, thus

dα

dt

ż

Rt

ραφαεα dV “Ws
αpRtq `Wm

α pRtq `Mα, (2.66)

where,

Ws
αpRtq “

ż

Rt

Tα : LαdV “

ż

Rt

Tα : DαdV , (2.67)

Wm
α pRtq “

ż

BRt

pξα ¨ nq
dαφα
dt

dA`

ż

Rt

τα
dαφα
dt

dV , (2.68)

Mα “

ż

Rt

µαSα dV ´

ż

BRt

µαJα ¨ n dA , (2.69)
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µα is the chemical potential the specie. We can rewrite Wm
α as

Wm
α pRtq “

ż

Rt

∇ ¨
ˆ

dαφα
dt

ξα

˙

dV `

ż

Rt

τα
dαφα
dt

dV

“

ż

Rt

ˆ

dαφα
dt
∇ ¨ ξα ` ξα ¨∇

ˆ

dαφα
dt

˙˙

dV `

ż

Rt

τα
dαφα
dt

dV , (2.70)

and using Eq. (2.19), Wm
α pRtq can be rewritten as

Wm
α pRtq “

ż

Rt

ˆ

dαφα
dt

p´πα ´ ταq ` ξα ¨∇
ˆ

dαφα
dt

˙˙

dV `

ż

Rt

τα
dαφα
dt

dV

“

ż

Rt

ˆ

ξα ¨∇
ˆ

dαφα
dt

˙

´ πα
dαφα
dt

˙

dV. (2.71)

The contributionMα can be described by

Mα “

ż

Rt

µαSα dV ´

ż

Rt

∇ ¨ pµαJαq dV

“

ż

Rt

µαSα dV ´

ż

Rt

pµα∇ ¨ Jα ` Jα ¨∇µαq dV , (2.72)

using Eq. (2.40) the chemical energy can be represented by

Mα “

ż

Rt

µαSα dV ´

ż

Rt

ˆ

µα

ˆ

Sα ´ ραφα∇ ¨ vα ´
dαραφα
dt

˙

` Jα ¨∇µα
˙

dV

“

ż

Rt

ˆ

µαραφα∇ ¨ vα ` µα
dαραφα
dt

´ Jα ¨∇µα
˙

dV . (2.73)

Considering the Reynolds’ transport theorem on the first member of Eq. (2.66) and
passing the derivative into the integral, we arrive at

dα

dt

ż

Rt

ραφαεα dV “

ż

Rt

dαραφαεα
dt

` ραφαεα∇ ¨ vα dV

“

ż

Rt

ˆ

ραφα
dαεα
dt

` εα

ˆ

dαραφα
dt

` ραφα∇ ¨ vα
˙˙

dV

“

ż

Rt

ˆ

ραφα
dαεα
dt

` εα pSα ´∇ ¨ Jαq
˙

dV. (2.74)

Substituting in Eq. (2.66) the expressions of Eqs. (2.67), (2.71), (2.73), and, (2.74),
we arrive at
ż

Rt

ˆ

ραφα
dαεα
dt

` εα pSα ´∇ ¨ Jαq
˙

dV “

ż

Rt

Tα : Dα dV

`

ż

Rt

ˆ

ξα ¨∇
ˆ

dαφα
dt

˙

´ πα
dαφα
dt

˙

dV

`

ż

Rt

ˆ

µαραφα∇ ¨ vα ` µα
dαραφα
dt

´ Jα ¨∇µα
˙

dV.

(2.75)
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Since Eq. (2.75) is valid for every part Rt of Bt, it can be written as

ραφα
dαεα
dt

` εα pSα ´∇ ¨ Jαq “ Tα : Dα ´ πα
dαφα
dt

` ξα ¨∇
ˆ

dαφα
dt

˙

` µαραφα∇ ¨ vα ` µα
dαραφα
dt

´ Jα ¨∇µα. (2.76)

Thus, the local energy balance for an individual constituent is given by

ραφα
dαεα
dt

“ Tα : Dα ´ πα
dαφα
dt

` ξα ¨∇
ˆ

dαφα
dt

˙

` µαραφα∇ ¨ vα

` µα
dαραφα
dt

´ Jα ¨∇µα ´ εα pSα ´∇ ¨ Jαq (2.77)

On the other hand, Faghihi et al. (2018) describe the internal energy of the mixture
as

ρ
dε

dt
“
ÿ

α

„

Tα : Dα ´ πα
dαφα
dt

` ξα ¨∇
ˆ

dαφα
dt

˙

` µα
dαραφα
dt

´ Jα ¨∇µα


, (2.78)

where it is considered
ρ
dε

dt
“
ÿ

α

ραφα
dαεα
dt

. (2.79)

The energy balance equations for individual constituent (2.77) and for the mixture
(2.78) are not equivalent, once we consider

ρε “
ÿ

α

ραφαεα , (2.80)

whose derivative is not equal to Eq. (2.79).

2.4.5 Second law of thermodynamics

According to Rajagopal and Tao (1995) one of the dilemmas encountered when
working with a mixture is whether we consider that the entropy inequality holds for each
constituent or only for the mixture as a whole. The constraint given by Clausius-Duhem
inequality will be made on the mixture, as in Faghihi et al. (2018), and not on each
individual constituent. Based again on Oden et al. (2010), the inequality for the second
law of thermodynamics for the mixture is given by
ÿ

α

"

ραφα
dαηα
dt

´
1
θα
ραφαrα ` ηαpSα ´∇ ¨ Jαq `∇ ¨Hα ´∇ ¨ pραφαηαuαq

*

ě 0, (2.81)

where ηα is the entropy per unit mass, Hα is the entropy flux in the α th constituent, and
θα is its absolute temperature.

The entropy density of the mixture is given by the sum of the specific entropy density
of each constituent, that is

ρη “
ÿ

α

ραφαηα , (2.82)
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and using identity given by Eq. (2.47), we get its derivative defined as

ρ
dη

dt
“
ÿ

α

"

ραφα
dαηα
dt

` ηαpSα ´∇ ¨ Jαq ´∇ ¨ pραφαηαuαq
*

. (2.83)

From Eqs. (2.81) and (2.83) we have the inequality

ρ
dη

dt
´
ÿ

α

1
θα
ραφαrα `

ÿ

α

∇ ¨Hα ě 0 . (2.84)

Considering the entropy flow

Hα “
qα
θ
` ραφαηαuα , (2.85)

The inequality in Eq. (2.81) takes the form

ÿ

α

"

ραφα
dαηα
dt

´
1
θα
ραφαrα ` ηαpSα ´∇ ¨ Jαq `∇ ¨

qα
θ

*

ě 0. (2.86)

From now on the contributions of qα and rα will be neglected and Eq. (2.86) can be
rewritten as

ÿ

α

"

ραφα
dαηα
dt

` ηαpSα ´∇ ¨ Jαq
*

ě 0 . (2.87)

We can rewrite (2.87) in terms of the Helmholtz free energy, a measure of the energy
available to do work at constant temperature (Capaldi, 2012) which, for constituent α, is
given by

ψαpx, tq “ εαpx, tq ´ θαpx, tqηαpx, tq, (2.88)

and for θαpx, tq “ θ ą 0, the derivative of Eq. (2.88) is

dαψα
dt

“
dαεα
dt

´ θ
dαηα
dt

. (2.89)

Multiplying the Eq. (2.89) by ραφα we have

ραφα
dαψα
dt

“ ραφα
dαεα
dt

´ θραφα
dαηα
dt

(2.90)

θραφα
dαηα
dt

“ ´ραφα
dαψα
dt

` ραφα
dαεα
dt

(2.91)

ραφα
dαηα
dt

“
1
θ

„

´ραφα
dαψα
dt

` ραφα
dαεα
dt



. (2.92)

Replacing Eq. (2.92) in the inequality of Eq. (2.87) we arrive at

ρ
dη

dt
“
ÿ

α

"

1
θ

„

´ραφα
dαψα
dt

` ραφα
dαεα
dt



` ηαpSα ´∇ ¨ Jαq
*

ě 0 . (2.93)

The free energy per unit volume is

Ψα “ ραφαψα , (2.94)
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and its derivative, by the product rule, is

dαΨα

dt
“ ραφα

dαψα
dt

` ψα
dαραφα
dt

(2.95)
dαΨα

dt
“ ραφα

dαψα
dt

` ψα pSα ´∇ ¨ Jα ´ ραφα∇ ¨ vαq (2.96)

ραφα
dαψα
dt

“
dαΨα

dt
´ ψα pSα ´∇ ¨ Jα ´ ραφα∇ ¨ vαq (2.97)

ραφα
dαψα
dt

“
dαΨα

dt
´ ψα pSα ´∇ ¨ Jαq `Ψα trpLαq. (2.98)

Substituting Eq. (2.98) into Eq. (2.93) we can write

ρ
dη

dt
“
ÿ

α

#

1
θ

«

´
dαΨα

dt
` ψα pSα ´∇ ¨ Jαq ´Ψα trpLαq ` ραφα

dαεα
dt

ff

` ηαpSα ´∇ ¨ Jαq

+

ě 0 (2.99)

ÿ

α

#

1
θ

«

´
dαΨα

dt
` pψα ` θηαqpSα ´∇ ¨ Jαq ´Ψα trpLαq ` ραφα

dαεα
dt

ff+

ě 0 (2.100)

ÿ

α

#

1
θ

«

´
dαΨα

dt
` εαpSα ´∇ ¨ Jαq ´Ψα trpLαq ` ραφα

dαεα
dt

ff+

ě 0 (2.101)

since that θ ą 0 is constant,

ÿ

α

#

´
dαΨα

dt
` εαpSα ´∇ ¨ Jαq ´Ψα trpLαq ` ραφα

dαεα
dt

+

ě 0 . (2.102)

Finally, substituting Eq. (2.77) into Eq. (2.102), the second law of thermodynamics can
be described as

ÿ

α

#

´
dαΨα

dt
´Ψα trpLαq `Tα : Dα ´ πα

dαφα
dt

` ξα ¨∇
ˆ

dαφα
dt

˙

` µα
dαραφα
dt

´ Jα ¨∇µα ` µαραφα∇ ¨ vα

+

ě 0 . (2.103)

2.5 Phase-field

Phase-field models have the ability to simulate the creation and evolution of various
morphological patterns, in addition to continuously tracking the movements of the interface.
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The Cahn-Hilliard and Allen-Cahn equations are phase-field models widely used to describe
the phase separation in a binary mixture. These equations can be derived from the total
free energy functional

Ψppq “
ż

B

ψpp,∇pq dυ, (2.104)

where B is the region of space occupied by the material,

ψpp,∇pq “ fppq `
1
2α |∇p|

2 , (2.105)

p is the order parameter, 1
2α |∇p|

2 is the gradient energy, and f is the coarse-grain free
energy, a double well potential where the minimum points define the phases (Gurtin,
1996).

Cahn-Hilliard equation is of a fourth-order, conservative and has the form

Bp

Bt
“ k∆ pf 1ppq ´ α∆pq , (2.106)

where k is constant.

The Allen-Cahn equation is second-order, non-conservative and has the form

β
Bp

Bt
“ ´pf 1ppq ´ α∆pq , (2.107)

where β is constant.

The expression in parentheses in (2.106) and (2.107) is found with the variational
derivative of the functional Ψppq

δΨppq
δp

“ f 1ppq ´ α∆p. (2.108)



46

3 ISOGEOMETRIC ANALYSIS - IGA

The Finite Element Analysis (FEA) is one of the most established methodology to
find approximate solution of partial differential equations and has been used for decades by
many numerical analysis researchers. Hughes et al. (2005) presented a new method for the
analysis of problems governed by differential equations called IsoGeometric Analysis (IGA).
The isogeometric analysis has similarities with the FEA, but with surprising computational
gains. The main objective of isogeometric analysis is to connect engineering projects,
usually produced by a Computer Aided Design (CAD) program and the analysis/simulation
processes of these projects.

Most of the engineering fields use CAD-type tools to create and design their projects,
but the analysis of these projects did not enjoy all the geometric precision that these
tools provide. However, the numerical analysis and simulations of the projects are
usually done using the finite element method, which in their calculations use meshes with
approximations for the real curved domain, while the representation of the domain by
a CAD tool is considered "exact". By using the same base functions in domain creation
and numerical simulation, IGA paves the way for greater integration between design
and analysis, helping to overcome some bottleneck issues that plagued computer-aided
engineering for decades (Lu et al., 2013).

Isogeometric analysis uses Non-Uniform Rational B-Splines (NURBS), which are
piecewise rational functions, and are used both to describe the problem domain and to
represent its approximate solution as base functions. These functions can accurately
represent smooth curves, conic sections, solids, and smooth surfaces. In addition, there are
numerous optimized algorithms and efficient implementation that can generate much more
complex geometries (Hughes et al., 2005). NURBS are formed by B-Splines functions, which
are an alternative to build simpler domains without losing the quality of representation.

Several areas of engineering have successfully used IGA in their research, such as:
Structural Vibrations (Cottrell et al., 2006), Incompressibility (Elguedj et al., 2008; Taylor,
2011), Plates and Shells (Echter and Bischoff, 2010; Benson et al., 2010; Benson et al.,
2013), Fluid-Structure Interaction (Bazilevs et al., 2006; Bazilevs et al., 2011; Bazilevs et
al., 2012), Fluids and Turbulence (Bazilevs et al., 2007; Akkerman et al., 2007), Phase
Field Analysis (Gomez et al., 2008; Borden et al., 2012; Liu et al., 2013; Gomez and Zee,
2017), and many others.

In the context of tumor growth, Vilanova et al. (2013) showed a hybrid model of
angiogenesis – initially presented by Travasso et al. (2011) – implemented in IGA, where
the blood vessels are modeled by a Cahn-Hilliard equation in a continuous manner and
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the advancement of the tip cells discretely, operating between time steps of the time
discretization. The IGA method context, allowed the discretization of the fourth-order
differential operator using a primal formulation, without adding auxiliary variables.

3.1 B-splines functions

The basis functions chosen to be used in IGA are the B-splines basis functions, that
are piecewise polynomial functions with controlled smoothness. The following definitions
and properties have been taken from (Piegl and Tiller, 1997).

To generate a B-splines function we need to specify the number of base functions n,
the degree of the polynomial p, and provide a knot vector Ξ that is a finite sequence of
non-decreasing real numbers

Ξ “ tξ0, ξ1, . . . , ξn`p`1u, (3.1)

where ξi P R is called the ith knot, i is its knot index, and ξi ď ξi`1. Once the set Ξ
can have repeated knots, it is introduced the vector ζ “ tζ0, . . . , ζmu of knots without
repetitions, and the vector % “ tr0, . . . , rmu of their corresponding multiplicities with
m
ÿ

i“0
ri “ n` p` 1.

The ith B-spline basis function of degree p, denoted by Ni,ppξq, is constructed using
the Cox-de Boor recurrence formulas (Piegl and Tiller, 1997), defined as follows.

For p “ 0

Ni,0pξq “

#

1, if ξi ď ξ ă ξi`1,

0, otherwise,
(3.2)

and for p “ 1, 2, . . . ,

Ni,ppξq “
ξ ´ ξi
ξi`p ´ ξi

Ni,p´1pξq `
ξi`p`1 ´ ξ

ξi`p`1 ´ ξi`1
Ni`1,p´1pξq. (3.3)

Every time that Eq.(3.3) produces indefinite forms (division by zero) or indeterminate
(zero divided by zero) the B-spline basis functions will be zero, Ni,ppξq “ 0. The scheme
presented in Fig. 3.1 describes the recursion mechanism, which must be truncated when it
reaches the desired degree. For p ą 0, Ni,ppξq is a linear combination of two pp´ iq-degree
basis functions.

The main properties of the B-spline functions, presented in (Piegl and Tiller, 1997),
are:

(1) (Compact support) Ni,ppξq “ 0 for ξ outside of interval rξi, ξi`p`1q.

(2) In a given interval rξj, ξj`1q, at most p`1 ofNi,ppξq are nonzero. NamelyNj´p,p, . . . , Nj,p.
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(3) (Partition of unity) Given an arbitrary interval, rξi, ξi`1q,
i
ÿ

j“i´p

Nj,ppξq “ 1, @ξ P

rξi, ξi`1q.

(4) (Non-negative) Ni,ppξq ě 0 for all i, p and ξ.

(5) (Smoothness) All derivatives of Ni,ppξq exist within the interval. About knot ξ,
Ni,ppξq is p´ k times continuously differentiable, where r is the multiplicity of knot.

Figure 3.1 – Schematic representation of the recursion mechanism to generate the B-spline
basis functions.

The derivative of the B-spline basis function is given by the recursive formula (Piegl
and Tiller, 1997)

N 1
i,ppξq “

p

ξi`p ´ ξi
Ni,p´1pξq ´

p

ξi`p`1 ´ ξi`1
Ni`1,p´1pξq. (3.4)

Denoting by N pkq
i,p the kth derivative, one obtains

N
pkq
i,p pξq “ p

˜

N
pk´1q
i,p´1 pξq

ξi`p ´ ξi
´

N
pk´1q
i`1,p´1pξq

ξi`p`1 ´ ξi`1

¸

. (3.5)

In the following examples, we show the procedure for finding the expressions for the
B-splines functions of degrees 0, 1 and 2. Figures 3.2, 3.3 and 3.4 show their respective
graphics. In each example that follows we highlight in red one of the functions and their
respective graph.
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Example 1. B-spline functions Ni,0 of degree p “ 0, constructed from a vector of
non-uniform knots vector

Ξ “ tξ0, ξ1, ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10u “ t0, 0, 0, 1, 2, 3, 4, 4, 5, 5, 5u.

N0,0pξq “ 0 for ´8 ă ξ ă 8;

N1,0pξq “ 0 for ´8 ă ξ ă 8;

N2,0pξq “

#

1, if 0 ď ξ ă 1,
0, otherwise;

N3,0pξq “

#

1, if 1 ď ξ ă 2,
0, otherwise;

N4,0pξq “

#

1, if 2 ď ξ ă 3,
0, otherwise;

N5,0pξq “

#

1, if 3 ď ξ ă 4,
0, otherwise;

N6,0pξq “ 0 for ´8 ă ξ ă 8;

N7,0pξq “

#

1, if 4 ď ξ ă 5,
0, otherwise;

N8,0pξq “ 0 for ´8 ă ξ ă 8;

N9,0pξq “ 0 for ´8 ă ξ ă 8.

(a) N2,0 (b) N3,0 (c) N4,0

(d) N5,0 (e) N7,0

Figure 3.2 – The nonzero zeroth degree basis functions.
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Example 2. B-spline functions Ni,1 of degree p “ 1, constructed from a vector of
non-uniform knots vector

Ξ “ tξ0, ξ1, ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10u “ t0, 0, 0, 1, 2, 3, 4, 4, 5, 5, 5u.

N0,1pξq “
ξ ´ 0
0´ 0N0,0pξq `

0´ ξ
0´ 0N1,0pξq “ 0 ´8 ă ξ ă 8;

N1,1pξq “
ξ ´ 0
0´ 0N1,0pξq `

1´ ξ
1´ 0N2,0pξq “

#

1´ ξ, 0 ď ξ ă 1,
0, otherwise;

N2,1pξq “
ξ ´ 0
1´ 0N2,0pξq `

2´ ξ
2´ 1N3,0pξq “

$

’

&

’

%

ξ, 0 ď ξ ă 1,
2´ ξ, 1 ď ξ ă 2,
0, otherwise;

N3,1pξq “
ξ ´ 1
2´ 1N3,0pξq `

3´ ξ
3´ 2N4,0pξq “

$

’

&

’

%

ξ ´ 1, 1 ď ξ ă 2,
3´ ξ, 2 ď ξ ă 3,
0, otherwise;

N4,1pξq “
ξ ´ 2
3´ 2N4,0pξq `

4´ ξ
4´ 3N5,0pξq “

$

’

&

’

%

ξ ´ 2, 2 ď ξ ă 3,
4´ ξ, 3 ď ξ ă 4,
0, otherwise;

N5,1pξq “
ξ ´ 3
4´ 3N5,0pξq `

4´ ξ
4´ 4N6,0pξq “

#

ξ ´ 3, 3 ď ξ ă 4,
0, otherwise;

N6,1pξq “
ξ ´ 4
4´ 4N6,0pξq `

5´ ξ
5´ 4N6,0pξq “

#

5´ ξ, 4 ď ξ ă 5,
0, otherwise;

N7,1pξq “
ξ ´ 4
5´ 4N7,0pξq `

5´ ξ
5´ 5N8,0pξq “

#

ξ ´ 4, 4 ď ξ ă 5,
0, otherwise;

N8,1pξq “
ξ ´ 5
5´ 5N8,0pξq `

5´ ξ
5´ 5N9,0pξq “ 0 ´8 ă ξ ă 8.

Figure 3.3 – The nonzero first-degree basis functions.
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Example 3. B-spline functions Ni,2 of degree p “ 2, constructed from a vector of
non-uniform knots vector

Ξ “ tξ0, ξ1, ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10u “ t0, 0, 0, 1, 2, 3, 4, 4, 5, 5, 5u.

N0,2pξq “
ξ ´ 0
0´ 0N0,1pξq `

1´ ξ
1´ 0N1,1pξq “ p1´ ξq2, 0 ď ξ ă 1;

N1,2pξq “
ξ ´ 0
1´ 0N1,1pξq `

2´ ξ
2´ 0N2,1pξq “

#

2ξ ´ p3{2qξ2, 0 ď ξ ă 1,
p1{2qp2´ ξq2, 1 ď ξ ă 2;

N2,2pξq “
ξ ´ 0
2´ 0N2,1pξq `

3´ ξ
3´ 1N3,1pξq “

$

’

&

’

%

p1{2qξ2, 0 ď ξ ă 1,
´p3{2q ` 3ξ ´ ξ2, 1 ď ξ ă 2,
p1{2qp3´ ξq2, 2 ď ξ ă 3;

N3,2pξq “
ξ ´ 1
3´ 1N3,1pξq `

4´ ξ
4´ 2N4,1pξq “

$

’

&

’

%

p1{2qpξ ´ 1q2, 1 ď ξ ă 2,
´p11{2q ` 5ξ ´ ξ2, 2 ď ξ ă 3,
p1{2qp4´ ξq2, 3 ď ξ ă 4;

N4,2pξq “
ξ ´ 2
4´ 2N4,1pξq `

4´ ξ
4´ 3N5,1pξq “

#

p1{2qpξ ´ 2q2, 2 ď ξ ă 3,
´16` 10ξ ´ p3{2qξ2, 3 ď ξ ă 4;

N5,2pξq “
ξ ´ 3
4´ 3N5,1pξq `

5´ ξ
5´ 4N6,1pξq “

#

pξ ´ 3q2, 3 ď ξ ă 4,
p5´ ξq2, 4 ď ξ ă 5;

N6,2pξq “
ξ ´ 4
5´ 4N6,1pξq `

5´ ξ
5´ 4N7,1pξq “ 2pξ ´ 4qp5´ ξq, 4 ď ξ ă 5;

N7,2pξq “
ξ ´ 4
5´ 4N7,1pξq `

5´ ξ
5´ 5N8,1pξq “ pξ ´ 4q2, 4 ď ξ ă 5.

Figure 3.4 – The nonzero second-degree basis functions.

Note that the multiplicity 2 of knot 4 reduces the continuity of the function at this
point and only continuity C0 can be achieved at this knot. In the other points we
have continuity C1.
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3.2 B-splines Curves

Let Ξ “ ta, . . . , a
loomoon

p`1

, ξp`1, ξp`2, . . . , ξm´p´1, b, . . . , b
loomoon

p`1

u be the vector of knots and Ni,ppξq

the B-spline basis functions. A pth-degree B-spline curve is defined by

Cpξq “
n
ÿ

i“0
Ni,ppξqPi, (3.6)

where Pi represents the control points. Since Ni,ppξq are piecewise polynomials, the curve
Cpξq will be a piecewise polynomial curve. The polygon formed by the tPiu is called the
control polygon, see Fig.3.5 . The degree, p, number of control points, n` 1, and number
of knots, m` 1, are related by m “ n` p` 1 (Piegl and Tiller, 1997).

Figure 3.5 – B-spline curve, its control points and the control polygon.

3.3 B-splines surfaces

Let tNi,pu
n
i“0 and tNj,qu

m
j“0 B-spline basis functions, with degrees p and q, and their

respective knot vectors

Ξ “ t0, . . . , 0
loomoon

p`1

, ξp`1, . . . , ξr´p´1, 1, . . . , 1
loomoon

p`1

u, (3.7)

and
H “ t0, . . . , 0

loomoon

q`1

, ηq`1, . . . , ηs´q´1, 1, . . . , 1
loomoon

q`1

u, (3.8)

a B-spline surface is given by the parametrization

Spξ, ηq “
n
ÿ

i“0

m
ÿ

j“0
Ni,ppξqNj,qpηqPi,j, (3.9)

where Ξ has r ` 1 knots, and H has s` 1. The degree, the number of control points and
the number of knots are related by the equations r “ n` p` 1 and s “ m` q ` 1.
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3.4 Non-Uniform Rational B-Splines

A Non-Uniform Rational B-Splines (NURBS) entity in Rd is obtained by the pro-
jective transformation of a B-spline entity in Rd`1. With NURBS functions we gain the
ability to exactly represent a wide array of objects that cannot be exactly represented by
polynomials, in particular, conic sections, such as circles and ellipses.

A pth-degree NURBS curve is defined by

Cpξq “
řn
i“0Ni,ppξqwiPi
řn
i“0Ni,ppξqwi

, a ď ξ ď b, (3.10)

where tPiu are the control points, the twiu are weights (positive real numbers), and
tNi,ppξqu the B-spline basis functions defined on the nonperiodic (and nonuniform) knot
vector

Ξ “ ta, . . . , a
loomoon

p`1

, ξp`1, . . . , ξm´p´1, b, . . . , b
loomoon

p`1

u.

We can rewrite (3.10) as

Cpξq “
n
ÿ

i“0
Ri,ppξqPi, a ď ξ ď b, (3.11)

where Ri,ppξq are the rational basis functions

Ri,ppξq “
Ni,ppξqwi

řn
j“0Nj,ppξqwj

.

Similarly, we can define a NURBS surface of degree p

Spξ, ηq “
řn
i“0

řm
j“0Ni,ppξqNj,qpηqwi,jPi,j

řn
i“0

řm
j“0Ni,ppξqNj,qpηqwi,j

“

n
ÿ

i“0

m
ÿ

j“0
Ri,jpξ, ηqPi,j, 0 ď ξ, η ď 1 (3.12)

where Ri,jpξ, ηq are the piecewise rational basis functions

Ri,jpξ, ηq “
Ni,ppξqNj,qpηqwi,j

řn
k“0

řm
l“0Nk,ppξqNl,qpηqwk,l

,

defined on the knot vectors

Ξ “ t0, . . . , 0
loomoon

p`1

, ξp`1, . . . , ξr´p´1, 1, . . . , 1
loomoon

p`1

u,

H “ t0, . . . , 0
loomoon

q`1

, ηq`1, . . . , ηs´q´1, 1, . . . , 1
loomoon

q`1

u.

Figure 3.6 shows a NURBS surface and its control points.
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Figure 3.6 – NURBS surface and its control points.

For more details on the construction of the NURBS basis functions, see Piegl and
Tiller (1997) and Cottrell et al. (2009).

3.5 Geometric mapping

In the IGA we define a parametric domain, which in R2 is given by the square
r0, 1s ˆ r0, 1s, and a physical domain, which represents the real domain of the problem.
The mesh described at the parametric domain is the tensor product between two knots
vectors, one in each direction. Each element of the parametric domain is taken into a
element of the physical domain by an F mapping, see Fig. 3.7. For purposes of numerically
integrating arrays constructed from B-splines, "elements" are taken to be knot spans,
namely, rξi, ξi`1s ˆ rηj, ηj`1s (Hughes et al., 2005). Integrals are pulled back to the
element of integration by the classical change-of-variables formula and standard Gaussian
quadrature rules are employed.

Figure 3.7 – Parametric domain, physical domain and element of integration in a two-
dimensional problem.
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3.6 PetIGA

The software framework PetIGA (Dalcin et al., 2016) implements the IGA method
on top of PETSc, the Portable, Extensible Toolkit for Scientific Computation (Balay et al.,
2016), that is, a library (a collection of algorithms and data structures) for the solution of
scientific problems modeled by partial differential equations.

The possibility to access the codes for customization and extension gives PETSc
a flexibility capable of adapting to the most varied of projects. The codes found in
PETSc deal with objects like: Matrices (Mat), Vectors (Vec), Krylov subspace methods
(KSP), preconditioners (PC), Nonlinear solvers (SNES) and Time stepping algorithms
(TS). Figure 3.8 shows the control flow of petsc.

Timestepping Solvers (TS)

Preconditioners (PC)

Nonlinear Solvers (SNES)

Linear Solvers (KSP)

Function

Evaluation
Postprocessing

Jacobian

Evaluation

Application

Initialization

Main Routine

PETSc

Figure 3.8 – PETSc Framework - Flow of Control for PDE Solution, adapted from (Balay
et al., 2016)

PetIGA adds to this library its own collection of objects, preserving all its flexibility
and parallelism. Some frequently accessed objects in code using the PetIGA are:

• IGA - The context containing all the discretization information;

• IGAAxis - An axis in one parametric direction of the B-spline space;

• IGABoundary - A edge/face of the B-spline space;

• IGAPoint - A quadrature/collocation point.

For the implementation of a model based on differential equations using the PetIGA
tools, we first need to determine the domain and its geometry. For rectangular domain,
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it is only required to describe the dimensions of each side. More complex geometries are
produced separately with the package igakit, and called from the command line. The igakit
implements many of the NURBS routines in Piegl and Tiller (1997) using Fortran. Using
the Python language, it facilitates access to the control of a class of NURBS functions,
providing the manual and simplified creation of geometries for use in IGA.

To exemplify the use of the igakit package, we describe the creation of a surface,
generated with some of its resources. First we load the igakit.cad and igakit.nurbs modules.
The plotting features are in the igakit.plot module. For the creation of our surface we will
use two semi-circles, c1 and c2, with radius 1 and 2 respectively. The srf surface, annular
region between curves c1 and c2, was generated using the ruled function of the cad module.
The srf surface has degree 1 in direction 1 and degree 2 in direction 2.

from igakit .cad import *
from igakit .nurbs import NURBS
from igakit .plot import plt
c1 = circle ( radius =1, angle =(0,pi))
c2 = circle ( radius =2, angle =(0,pi))
srf = ruled(c1 ,c2). transpose ()

Once created, the surface must be prepared for use in an analysis problem. The
inclusion of nodes and the elevation of degree are options to adapt the surface to the
problem. With the command refine, we include nodes in both directions and raise the
degree of direction 1.

srf1 = refine (srf , factor =[3 ,6] , degree =2)

The plotting of the graphs is done with the commands
plt.plot(srf , color=’b’)
plt.show ()

Figure 3.9 shows the steps of the construction process of the srf and srf1 surfaces.

PetIGA was designed with the philosophy that the user do not need to care about
anything else besides the discrete approximation of the differential equations system.
All the parallelism, that is, domain decomposition, load balance, data communication,
quadrature, vector and matrix assembly, etc, are no overhead workload imposed on the
user. The main user’s task is to code the Residual vector and, for some problems, the
Jacobian matrix of the discrete scheme. The assembly of the Jacobian residue and matrix
is made using the basis functions and their derivatives, which are provided by PetIGA.

In addition to the domain geometry, the residue and the Jacobian matrix, we need
to provide the boundary conditions to be applied to the problem. The choice of base
function used, its order and continuity, plus refinement of the mesh in each direction, can
be provided internally or at the command line itself.
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(a) Semi-circle c1. (b) Semi-circle c1, control points and con-
trol polygon.

(c) Semi-circles c1 and c2. (d) Surface srf.

(e) Surface srf and control mesh. (f) Surface srf1 and control mesh.

Figure 3.9 – Process for building a NURBS surface, using the igakit tool.

All resources produced by PETSc are available for a PetIGA user, such as the various
solvers and preconditioners, which, together with strategies of temporal discretization and
other resources, contribute to an appropriate solution. The accuracy of the final solution
are influenced by all choice of possibilities and also are managed with the efficiency and
high capacity of the PETSc parallelism to obtain the the best as possible final solution of
the problem.
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To solve non-linear systems, PetIGA/PETSc provides several options of resolution
methods and we chose to use Newton’s method in our implementation. This method
requires the specification of the Jacobian matrix of the system. The automatic generation
of an approximate Jacobian matrix is one of the facilities found in PetIGA/PETSc, just
describing the system residue. We opted for the analytical derivation of the residue for
the exact formulation of this matrix. For the solution of the resulting linear system we
use the GMRES method (Saad and Schultz, 1986) with 30 vectors to restart and classical
Gram-Schmidt orthogonalization, in addition to the ILU preconditioner with tolerance to
the zero pivot (2.22045ˆ10´14). The generalized-α method is used for the time integration
of the semi-implicit scheme. The adaptive control of the time step is performed by the
basic method (the default), where the user provides a desired absolute TolA or a relative
TolR error tolerance by invoking TSSetTolerances(). Operates with error estimation based
on the local truncation error, and we start the process using the step ∆t “ 10´11. For the
treatment and visualization of the solution we use igakit, which transforms the .dat files
generated by PetIGA into .vtk files to be used by the multi-platform data analysis and
visualization application Paraview (Moreland et al., 2016).
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4 PHENOMENOLOGICAL MODEL

The phenomenological model considered in this chapter is of multiscale nature,
particularly in the interaction between the tissue and cellular scales within the process of
angiogenesis, marking the transition from avascular to vascular phases. Because of this
transition, we also call it a hybrid model of tumor growth. Presented by (Xu et al., 2016),
the model describes some biological events related to tumor cells, nutrients, endothelial
cells and angiogenic factors. The growth and decrease of the tumor, according to the
availability of nutrients, and the activation of angiogenesis, triggered by the angiogenic
factor, are some of these events. We discuss the implementation of this model, which is
based on a system of partial differential equations coupled to an agent-based model that
requires extensive computational resources. We use the high performance isogeometric
analysis framework, PetIGA (Dalcin et al., 2016), presented in Chapter 3.

The system of partial differential equations models the dynamics of the tumor and
of the endothelial cells, and the diffusion of tumor angiogenic factor (TAF) and nutrient,
as well as the interaction between them. This system is called the continuous part of the
model. An agent-based model, fully coupled to the system, that describes the activation,
deactivation, and migration of endothelial cells with tip phenotype is called the discrete
part of the model. The discrete part of the model presented by Xu et al. (2016) is based
on the work o Travasso et al. (2011), where they describe a model of tumor angiogenesis
involving endothelial cells and TAF. The ideas presented by Travasso et al. (2011) were
also used by Lima et al. (2014) in their ten species model to describe the interaction
between hypoxic and endothelial cells, in the activation of angiogenesis.

4.1 Continuous part

The continuous system of PDEs is nonlinear, of fourth order, and time dependent
equations, where the unknowns are φ (presence or absence of tumor cells), c (presence
or absence of endothelial cells), f(TAF) and σ(nutrients). The continuous phase-field
0 ď φ ď 1 describes the host tissue (φ « 0) and the tumor (φ « 1) phases; the phase-field
´1 ď c ď 1 describes the avascular tissue (c « ´1) and the capillaries (c « 1) phases; the
field 0 ď f ď 1 determines the balance concentration between pro- and anti-angiogenic
substances; and 0 ď σ ď 1 determines the concentration of available nutrients. Phase-field
models have their origin in the material science community, and its application to tumor
growth models is discussed in Cristini et al. (2009) and Oden et al. (2010). In Figure 4.1
we have a three-dimensional representation of two phase-fields with the characteristics of
fields φ and c in R2 domain.
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Figure 4.1 – Representation for the phase fields φ (blue) and c (red), where 0 ď φ ď 1 and
´1 ď c ď 1.

The layers of the tumor are defined by the amount of nutrients available in the tumor
regions. When φ « 1, the amount of nutrients defines three types of cells inside the tumor:
proliferative (σ ě 0.4), necrotic (σ ď 0.2) and hypoxic (0.2 ă σ ă 0.4), according to Xu et
al. (2016).

The system of differential equations is defined over Ω ˆ p0, T q, where Ω Ă R2 is a
rectangular domain and boundary Γ with an outward unit normal n and p0, T q is the time
interval. The problem can be formulated as
Find φ, c, f and σ such that

Bφ

Bt
“Mφpλ

2
φ∆φ´ µφq, (4.1)

Bc

Bt
“ ∇ ¨ pMc∇pµc ´ λ2

c∆cqq ` BppfqcHpcq, (4.2)
Bf

Bt
“ ∇ ¨ pDf∇fq ` φp1´ fqGpσq ´BufcHpcq, (4.3)

Bσ

Bt
“ ∇ ¨ pDσ∇σq ` V c

p p1´ σqcHpcqS ´ V T
u σφ´ V

H
u σHp1´ φq, (4.4)

considering a set of known initial and boundary conditions in Γˆ p0, T q such as:

∇φ ¨ n “ 0 , ∇pµcpcq ´ λ2
c∆cq ¨ n “ 0 , ∆c “ 0 , ∇f ¨ n “ 0 , ∇σ ¨ n “ 0 , (4.5)

where (4.1) is an Allen-Cahn equation, which is nonconservative, and (4.2) is a Cahn-
Hilliard equation, which is conservative, plus a reative term BppfqcHpcq . Mφ represents
the tumor mobility and Mc is the mobility for the endothelial cells, the parameter λφ is a
length scale that defines the thickness of the diffuse interface between the tumor and the
host tissue, and λc is a length scale that defines the thickness of the capillary wall. These
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equations are derivable from appropriate "total free energy" functionals

Ψφpφ,∇φ, σq “
ż

Ω
ψsφp∇φq ` ψchφ pφ, σqdx, (4.6)

Ψcpc,∇cq “
ż

Ω
ψscp∇cq ` ψchc pcqdx, (4.7)

where ψsφ and ψsc are the surface free energy, ψchφ and ψchc are the chemical free energy,
given by

ψsφp∇φq “
1
2λ

2
φ|∇φ|2, (4.8)

ψscp∇cq “
1
2λ

2
c |∇c|2, (4.9)

ψchφ pφ, σq “ gpφq `mpσqhpφq, (4.10)

ψchc pcq “
c4

4 ´
c2

2 , (4.11)

where

gpφq “ φ2
p1´ φq2, (4.12)

hpφq “ φ2
p3´ 2φq, (4.13)

mpσq “
´2

3.01π arctanp15pσ ´ σh´vqq. (4.14)

The function ψchc is symmetric, with minima at c “ ´1 and c “ 1. The function gpφq

is symmetric with minima at φ “ 0 and φ “ 1, and the product mpσqhpφq is a function
that, according to the variation of σ, disturbs the symmetry of ψchφ . The coefficient 2

3.01π
ˆ

ă
2

3π

˙

was chosen so that |m| ă 3 for every σ value. Thus, the function ψchφ assumes
local minimums at φ “ 0 and φ “ 1. Figure 4.2 shows how the σ values modify the
symmetry of the ψchφ function.

The variational derivative of Ψφpφ,∇φ, σq and Ψcpc,∇cq provide fundamental parts
of equations (4.1) and (4.2), and are given by

δΨφ

δφ
“ λ2

φ∆φ`
Bψchφ
Bφ

“ λ2
φ∆φ` µφ, (4.15)

δΨc

δc
“ λ2

c∆c`
Bψchc
Bc

“ λ2
c∆c` µc. (4.16)

The function µφ and µc are the chemical potentials of the tumor and capillaries (Cristini
et al., 2009; Oden et al., 2010), given by

µφpφ, σq “
Bψchφ
Bφ

“ 2φp1´ φqp1´ 2φq ´ 12
3.01πφp1´ φq arctanp15pσ ´ σh´vqq,(4.17)

µcpcq “
Bψchc
Bc

“ c3
´ c, (4.18)
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(a) ψchφ to σ “ 0.0. (b) ψchφ to σ “ 0.2.

(c) ψchφ to σ “ 0.4. (d) ψchφ to σ “ 1.0.

Figure 4.2 – Graph of ψchφ , considering σh´v “ 0.4, and the following constant values for
σ: (a) σ “ 0.0, (b) σ “ 0.2, (c) σ “ 0.4, and (d) σ “ 1.0.

where σh´v is constant and represent the value of the nutrient concentration that defines
the threshold between hypoxic tumor and viable-cell.

The proliferation rate of the endothelial cells is given by the function Bppfq, defined
as follows

Bppfq “

$

&

%

Bpf if f ă fp

Bpfp if f ě fp
, (4.19)

where Bp and fp are constants. For numerical reasons, H is a smoothed-out Heaviside
step function, given by

Hpxq “ 1
2

„

1` 1
?
π

ż kx

´kx

e´t
2
dt



“
1
2 r1` erfpkxqs , (4.20)

where k is a positive constant, that controls the thickness of the interface, and erf(¨) is the
error function.

Equations (4.3) and (4.4) are reaction–diffusion equations and control the distribution
of angiogenic factor and nutrient. Df and Dσ represent the diffusion coefficients of f and
σ, respectively. The proliferation rate of the f is given by the constant Bu. The function G
is the secretion rate of tumor angiogenic factor released by tumor cells, defined as follows

Gpσq “ 0.008 exp
«

´125
ˆ

σ ´
σn´h ` σh´v

2

˙2
ff

, (4.21)

where σn´h is constant and represent the value of the nutrient concentration that defines
the threshold between necrotic and hypoxic tumor. The graphs of functions Bp and G are
shown in Figure 4.3.
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(a) Graph of Bp, considering fp “
0.3 and Bp “ 1.401.

(b) Graph of G, considering σn´h “ 0.2 and
σh´v “ 0.4.

Figure 4.3 – Graphs of Bp and G, considering the constant values used in the experiments.

The function S is a crude measure of the structure and density of the capillary
network. The length of each capillary is represented by li and, in a vasculature with n
capillaries, S is given by

S “ lmax
řn
i“1 li

, (4.22)

where lmax “ max
iďiďn

pliq. The constant values V c
p , V T

u and V H
u represent, respectively, the

production rate of nutrient, uptake rate of nutrient by tumor and uptake rate of nutrient
by host tissue.

4.2 Discrete part

The discrete part controls, between a time step and another, the activation and
advancement of the tip cell. Travasso et al. (2011) considers the advancement of the tip
cell according to the vector v, which is a multiple of the gradient of the angiogenic factor
f . To describe the resistance of the movement in some directions Lima et al. (2014) used
the same vector v multiplied by a random tensor K, called conductivity tensor. Xu et
al. (2016) incorporated into the cell’s movement a change in the speed of advancement
upon contact with the tumor. The ideas considered by Lima et al. (2014) provided a
more realistic shape to the created capillaries, whereas the Xu et al. (2016) considerations
prevented the new capillary from crossing the tumor with the same speed achieved in the
extracellular matrix. In this work, we consider the ideas from Xu et al. (2016) and Lima
et al. (2014) for assembly the tip cell velocity vector in the discrete part of the model.

When the discrete part is activated, the points of the domain are evaluated regarding
the conditions for activation of a tip cell. The conditions for a new tip cell to be activated
are:

(i) the point is inside a capillary;

(ii) the nearby concentration of TAF is above a threshold level;

(iii) the distance to any other active tip endothelial cell is larger than a fixed distance –
named δ4.
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These conditions couple the continuous and the discrete parts. When an activated
tip cell fails to satisfy one of the three conditions above, it is deactivated. Given an x
point in the domain, we can mathematically represent (i), (ii) and (iii) as follows:

cpxq ě cact, (4.23)

fpxq ě fact, (4.24)

}x ´ xjtip} ě δ4, @j “ 1, ..., Ntipptnq, (4.25)

where xjtip is the center of Ωj
tip, a subdomain that represents one of the Ntipptnq active

tip endothelial cells at instant tn. The constant cact represents the minimum value for
the domain point to be considered an endothelial cell and the constant fact represents
the minimum necessary value of TAF to modify the phenotype of an endothelial cell to
become a tip cell. The minimum distance between an activated tip cell and a new tip cell
is given by the constant δ4.

To track the domain a finer subgrid is created in each element of the discretized
domain as shown in Fig. 4.4.

Figure 4.4 – A point highlighted in a subgrid of the discretized domain.

Among the points that satisfy all those conditions one of them, namely xktip, is
randomly chosen to be activated, generating a new tip Ωk

tip subdomain (cell). A subdomain
Ωj
tip will be deactivated if the center xjtip does not satisfy any of the conditions (4.23),

(4.24) or (4.25). In Fig. 4.5 (a) a point of the domain satisfying the conditions is detected
and called xtip and in Fig. 4.5 (b) a subdomain Ωtip with center xtip is created.

Subdomains created between the time steps must be introduced into the problem in
the following time step to calculate the solution. In Xu et al. (2016) the new subdomains,
created in the discrete part, were incorporated into the continuous part with the aid of the
model functions, smooth representations of the phase changes. In our code we considered a
projection of the discontinuous function, which has value 1 on the subdomain and c value
over other domain points. The projection was very efficient, smoothing and eliminating
the discontinuity of the function.

Additionally, the current active tip endothelial cell migrates according to

xjtip :“ xjtip `∆tnvjtip, (4.26)



Chapter 4. PHENOMENOLOGICAL MODEL 65

(a) A point of the domain satisfying the conditions
is detected and called xtip.

(b) A subdomain Ωtip with center xtip is created.

Figure 4.5 – Detection of a tip cell xtip and creation of an Ωtip subdomain. In red the
vessel and in green the concentration of the angiogenic factor.

where the vector vjtip defines the direction and intensity of propagation for the advance of
the tip cell Ωj

tip. The direction of movement of a tip cell is represented in Fig. 4.6(a) by
vector vjtip, and its new position is represented in Fig. 4.6(b).

(a) Vector vtip, originated in xtip, giving direction
to advance the tip cell.

(b) New position of the tip cell, adding a new region
occupied by the capillaries.

Figure 4.6 – Movement of a domain Ωtip, direction and advance of a tip cell. In red the
vessel and in green the angiogenic factor.

The advance of the tip cell according to a multiple of the gradient of the angiogenic
factor concentration within this agent-based model was first introduced by Travasso et al.
(2011). However the gradient direction does not incorporate in the modeling process some
anisotropy introduced by the extracelullar matrix (ECM). Indeed, this resistance is due to
the composition of the ECM, formed by a scaffolding of fibers (collagen, elastin, fibronectin,
etc.) embedded in a mixture of water and glycoproteins (Cristini and Lowengrub, 2010),
which influences the direction of capillary growth. To describe the resistance of the
movement in some directions, given by the heterogeneity of the extracellular matrix,
Lima et al. (2014), inspired by Sun et al. (2005), introduced the random tensor K. The
conductivity tensor of the extracellular matrix is defined in two and three dimensions by
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K2d “ kh

«

v2
x vxvy

vxvy v2
y

ff

`
kh
ka

«

v2
y ´vxvy

´vxvy v2
x

ff

(4.27)

K3d “ kh

»

—

–

v2
x vxvy vxvz

vxvy v2
y vyvz

vxvz vyvz v2
z

fi

ffi

fl

`
kh
ka

»

—

–

v2
y ´vxvy vyvz

´vxvy v2
x ´vxvz

vyvz ´vxvz v2
z

fi

ffi

fl

(4.28)

where v2 “ pvx, vyq in 2D, or v3 “ pvx, vy, vzq in 3D, is a unitary and random vector, kh
and ka are a measures of heterogeneity and anisotropy, respectively. In this work we
consider kh “ 1 and ka “ 5, in Lima et al. (2014) ka varies randomly between 1 and 10.

Finally, Xu et al. (2016) incorporated into the cell’s movement a change in the speed
of advancement upon contact with the tumor. The function

Ipφq “ 0.45rtanhp50p0.5´ φqq ` 1.0s ` 0.1, (4.29)

incorporates the observation that once the capillaries penetrate into the tumor, their
movements are constrained. Indeed, for large φ (inside the tumor) Ipφq is close to 0.1,
while for small φ (outside the tumor) it is approximately equal to 1.0. In other cases, Ipφq
takes values in the interval p0, 1q providing a quick, but a smooth transition between 0.1
and 1 (Xu et al., 2016).

In this work we consider vjtip inspired by definitions of Sun et al. (2005), Lima et al.
(2014), Xu et al. (2016) as

vjtip “ K

«

χ
∇fpxjtipq
‖ ∇fpxjtipq ‖

I pφq

ff

, (4.30)

where χ is a chemotactic constant.

We implemented the agent-based model in C/C++ using STL (Standard Template
Library) data structures coupling it with the discretization of the continuous part. We
set the activation of the discrete part only every 4 time steps. For more details on the
formulation of the discrete part, please see Travasso et al. (2011), Vilanova et al. (2013),
Lima et al. (2014), Xu et al. (2016).

4.3 Computational method

The numerical solution of the continuous system (4.1)-(4.4) and the discrete part
described in Section 4 is challenging since the model presents strong non-linearities, besides
fourth-order differential operators in space. We used spline-based isogeometric analysis
method (IGA) (Hughes et al., 2005) to discretize the system, and implemented it in
PetIGA (Dalcin et al., 2016). The easy generation of quadratic basis functions with
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continuous derivative within the context of the IGA method allowed to discretize the
fourth-order differential operator using a primal formulation without adding auxiliary
variables. Similar problems are usually solved using finite differences, as in the case of
Travasso et al. (2011) , or creating new unknowns to reduce the order of the equations, as
in Lima et al. (2014).

4.3.1 The weak form

We seek the solution of the weak form of the problem in space V Ă H2, where H2 is
the Sobolev space of square-integrable functions with square-integrable first and second
derivatives. We find the weak form of the problem by multiplying the equations (4.1)-(4.4)
by the respective test functions wφ, wc, wf e wσ, integrating over the domain Ω, applying
the integration rules by parts, and considering the boundary conditions (4.5). The test
functions also belong to the set V . Thus we can write the problem in the following way:

Given the initial conditions, find φ, c, f, σ P V such that for all wφ, wc, wf , wσ P V
ˆ

wφ,
Bφ

Bt

˙

Ω
`
`

∇wφ , Mφλ
2
φ∇φ

˘

Ω ` pwφ, Mφµφpφ, σqqΩ “ 0, (4.31)
ˆ

wc,
Bc

Bt

˙

Ω
` p∇wc, Mc∇µcpcqqΩ `

`

∆wc,Mcλ
2
c∆c

˘

Ω ´ pwc,BppfqcHpcqqΩ “ 0, (4.32)
ˆ

wf ,
Bf

Bt

˙

Ω
` p∇wf , Df∇fqΩ ´ pwf , φp1´ fqGpσqqΩ ` pwf , BufcHpcqqΩ “ 0, (4.33)

ˆ

wσ,
Bσ

Bt

˙

Ω
` p∇wσ, Dσ∇σqΩ `

`

wσ, V
T
u σφ` V

H
u σHp1´ φq ´ V c

p p1´ σqcHpcqS
˘

Ω “ 0,

(4.34)

where p¨ , ¨qΩ is the L2
pΩq inner product. Boundary conditions (4.5) were used to cancel

the following terms:
`

Mφλ
2
φwφ∇φ ,n

˘

Γ “ 0,
`

Mcwc∇pµcpcq ´ λ2
c∆cq ,n

˘

Γ “ 0,

pDfwf∇f ,nqΓ “ 0,

pDσwσ∇σ ,nqΓ “ 0.

4.3.2 Spatial discretization

For a spatial discretization of the weak form of the problem, we use the Galerkin
method. We now look for the solution to the problem in a finite-dimensional space Vh Ă V ,
generated by the basic functions tNAuA“1,...,nb

, where the NA functions are B-splines of
degree 2, an thus are of class C1

pΩq, and nb is the dimension of the discrete subspace Vh.
Class C1 functions are required to solve the Cahn-Hilliard equation, which is of the fourth
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order, in a primal variational framework. We define the discrete fields as

φhpx, tq “
nb
ÿ

A“1
φAptqNApxq, (4.35)

chpx, tq “
nb
ÿ

A“1
cAptqNApxq, (4.36)

fhpx, tq “
nb
ÿ

A“1
fAptqNApxq, (4.37)

σhpx, tq “
nb
ÿ

A“1
σAptqNApxq, (4.38)

where the coefficients φAptq, cAptq, fAptq, σAptq are the control variables, which are the
degrees of freedom, are located at the control points. The non-interpolatory nature of the
basis prevents strictly interpreting the control variables as we can do with nodal values in
FEA (Cottrell et al., 2009).

We define φ, c, f, σ the vectors formed by the sequences of control variables as,

φ “ rφ1ptq, ¨ ¨ ¨ , φnb
ptqsT , (4.39)

c “ rc1ptq, ¨ ¨ ¨ , cnb
ptqsT , (4.40)

f “ rf1ptq, ¨ ¨ ¨ , fnb
ptqsT , (4.41)

σ “ rσ1ptq, ¨ ¨ ¨ , σnb
ptqsT . (4.42)

The finite-dimensional problem can then be formulated as:

Find φh, ch, fh, σh P Vh such that for all whφ, whc , whf , whσ P Vh

ˆ

whφ,
Bφh

Bt

˙

Ω
`
`

∇whφ,Mφλ
2
φ∇φh

˘

Ω `
`

whφ,Mφµφpφ
h, σhq

˘

Ω “ 0,
ˆ

whc ,
Bch

Bt

˙

Ω
`
`

∇whc ,Mc∇µcpchq
˘

Ω `
`

∆whc , Mcλ
2
c∆ch

˘

Ω ´
`

whc ,BppfhqchHpchq
˘

Ω “ 0,
ˆ

whf ,
Bfh

Bt

˙

Ω
`
`

∇whf , Df∇fh
˘

Ω ´
`

whf , φ
h
p1´ fhqGpσhq

˘

Ω `
`

whf , Buf
hchHpchq

˘

Ω “ 0,
ˆ

whσ,
Bσh

Bt

˙

Ω
`
`

∇whσ, Dσ∇σh
˘

Ω`

`
`

whσ, V
T
u σ

hφh ` V H
u σ

hHp1´ φhq ´ V c
p p1´ σhqchHpchqS

˘

Ω “ 0.

4.3.3 Time discretization

For the time integration of the mathematical model, we use a semi-implicit scheme
based on the generalized-α method (Chung and Hulbert, 1993), with adaptive time
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stepping provided by PETSc (Balay et al., 2016), which operates with error estimation
based on the local truncation error (LTE). The time interval p0, T q is divided into time
intervals of size ∆tn “ tn`1 ´ tn. We consider the notation φhn, c

h
n, f

h
n , σ

h
n to represent

φhpx, tnq, c
h
px, tnq, f

h
px, tnq, σ

h
px, tnq and the respective vectors of control variables are

φn “ rφ1ptnq, ¨ ¨ ¨ , φnb
ptnqs

T , (4.43)

cn “ rc1ptnq, ¨ ¨ ¨ , cnb
ptnqs

T , (4.44)

fn “ rf1ptnq, ¨ ¨ ¨ , fnb
ptnqs

T , (4.45)

σn “ rσ1ptnq, ¨ ¨ ¨ , σnb
ptnqs

T , (4.46)

that will form the solution vector U and the vector 9U

Un “

»

—

—

—

—

–

φn

cn

fn

σn

fi

ffi

ffi

ffi

ffi

fl

, 9Un “

»

—

—

—

—

–

9φn
9cn
9fn
9σn

fi

ffi

ffi

ffi

ffi

fl

. (4.47)

The residual vector are

Rp 9Un,Unq “

!

RApNA; 9Un,Unq

)

A“1,¨¨¨ ,nb

“

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Rφ
ApNA; 9Un,Unq

Rc
ApNA; 9Un,Unq

Rf
ApNA; 9Un,Unq

Rσ
ApNA; 9Un,Unq

fi

ffi

ffi

ffi

ffi

fl

,

/

/

/

/

.

/

/

/

/

-

A“1,¨¨¨ ,nb

“

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Rφ
A

Rc
A

Rf
A

Rσ
A

fi

ffi

ffi

ffi

ffi

fl

,

/

/

/

/

.

/

/

/

/

-

A“1,¨¨¨ ,nb

(4.48)

and the residual for each field:

Rφ
A “

´

NA, 9φhn

¯

Ω
`
`

∇NA,Mφλ
2
φ∇φhn

˘

Ω `
`

NA,Mφµφpφ
h
n, σ

h
nq
˘

Ω , (4.49)

Rc
A “

`

NA, 9chn
˘

Ω `
`

∇NA,Mc∇µcpchnq
˘

Ω `
`

∆NA,Mcλ
2
c∆chn

˘

Ω´

´
`

NA,Bppfhn qchnHpchnq
˘

Ω , (4.50)

Rf
A “

´

NA, 9fhn

¯

Ω
`
`

∇NA, Df∇fhn
˘

Ω ´
`

NA, φ
h
np1´ fhn qGpσhnq

˘

Ω`

`
`

NA, Buf
h
n c

h
nHpchnq

˘

Ω , (4.51)

Rσ
A “

`

NA, 9σhn
˘

Ω `
`

∇NA, Dσ∇σhn
˘

Ω`

`
`

NA, V
T
u σ

h
nφ

h
n ` V

H
u σ

h
nHp1´ φhnq ´ V c

p p1´ σhnqchnHpchnqS
˘

Ω . (4.52)

In the implementation a residual function is created for the assembly of the vector
Rp 9Un,Unq.



Chapter 4. PHENOMENOLOGICAL MODEL 70

When we choose to use the generalized-α method, a new problem must be solved
and can be described as follows:

Given 9Un,Un and ∆tn, find 9Un`1 and Un`1 such that

Rp 9Un`αm ,Un`αf
q “ 0, (4.53)

where

9Un`αm “
9Un ` αn

´

9Un`1 ´ 9Un

¯

, (4.54)

Un`αf
“ Un ` αf pUn`1 ´Unq , (4.55)

Un`1 “ Un `∆tn
´

γ 9Un`1 ` p1´ γq 9Un

¯

(4.56)

and the parameters αm, αf and γ define the method,

αm “
1
2

ˆ

3´ ρ8
1` ρ8

˙

, (4.57)

αf “
1

1` ρ8
, (4.58)

γ “
1
2 ` αm ´ αf , (4.59)

the spectral radius ρ8 P r0, 1s (Chung and Hulbert, 1993).

In all experiments we used ρ8 “ 0.5. The choice of ρ8 “ 0.5, and consequently the
values αm , αf and γ, guarantees the method a second-order accuracy and unconditional
A-stability (Chung and Hulbert, 1993; Xu et al., 2016).

The system described in Eq. (4.53) is non-linear and the options of resolution methods
in PetIGA/PETSc are varied. We chose to use Newton’s method, which requires the
specification of the Jacobian matrix of the system. One of the facilities of PetIGA/PETSc
is the automatic generation of an approximate Jacobian matrix, and the user has to supply
only the residue. We opted for the analytical derivation of the residue for the formulation
of this matrix.

The adaptive time step used operates with the error estimate, which is based on the
local truncation error, so for every step the algorithm verifies that the estimated local
truncation error satisfies the tolerances provided by the user and computes a new step
size to be taken (Balay et al., 2016). In all simulations performed here, we set ∆t “ 10´11

the initial time step.
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5 MECHANICAL MODEL

Mechanical models consider the laws of momentum and the energy balance to
determine the movements of the components in response to the physical driving forces
involved. In addition, the Clausius-Duhem inequality, in conjunction with Coleman-Noll
argument, provides the constraints to find constitutive equations accounting for different
mechanical responses. In our study, we consider all processes to be isothermal1.

Our main references to describe a mechanical model of tumor growth are Oden
et al. (2010) and Faghihi et al. (2018). Oden et al. (2010) present a broad theoretical
study, providing a framework that attempts to generalize most of the models that describe
tumor growth using mixture theory, and describing the interface through phase-field
models. Faghihi et al. (2018), following same lines of Oden et al. (2010), incorporate the
microforces balance law, introduced by Gurtin (1996), to this theory in order to justify in
a thermodynamically consistent way the ad hoc interfacial terms introduced in Oden et al.
(2010) to give rise to the phase-field models.

We organized this chapter as follows. In the first section, we present the forms
of the constitutive equations for the specific materials involved in the model. In the
second section, we present a model for four species and the related constitutive equations.
Remarks on the mechanical model are presented in the last section.

5.1 Forms of constitutive equations

For the composition of our model, in addition to the mass balance and momentum
equations for the constituents, we need the constitutive equations, which characterize the
particularity of each specific component of the mixture. The first step is to determine the
characteristic of the mixture components and to find which variables will be considered in
the Helmholtz free energy composition.

Among the N constituents, we consider M solid constituents and M ´ N fluid
constituents. Solid constituents are considered, as in Oden et al. (2010): (i) heterogeneous
isotropic – the material properties are independent of the direction (Reddy, 2013), (ii)
hyperelastic materials – capable of undergoing large deformations. On the other hand,
fluid constituents are considered heterogeneous, but pointwise isotropic (Oden et al., 2010).

The form adopted for Helmholtz free energy and the choice of its input variables
have a huge influence on the associated constitutive equations. Faghihi et al. (2018) uses
1 The temperature is constant and homogeneous.
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the general form of Helmholtz free energy for the mixture

Ψ “ ΨpF1, ...,FN , ρ1, ..., ρN , φ1, ..., φN ,∇φ1, ...,∇φN , µ1, . . . , µN ,∇µ1, . . . ,∇µNq (5.1)

considering that the energy initially depends on Fα, ρα, φα,∇φα, µα,∇µα for 1 ď α ď N .
Oden et al. (2010), in turn, considers the energy of the constituent ΨαpΛαq, where

Λα “

#

pXα; θ,∇θ,Cα, φ1, ¨ ¨ ¨ , φN ,∇φ1, ¨ ¨ ¨ ,∇φN ,m1φα, ¨ ¨ ¨ ,mLφα, q α ďM,

pxα; θ,∇θ,Fα, φ1, ¨ ¨ ¨ , φN ,∇φ1, ¨ ¨ ¨ ,∇φN ,m1φα, ¨ ¨ ¨ ,mLφα, q M ă α ď N,

(5.2)

Cα “ FT
αFα, and mβφα defines the reaction between various nutrients in the mixture and

the constituent φα. This configuration uses reference position for solid constituents and
spatial position for fluid constituents.

Here we adopt the general form of the free energy for each individual species

Ψα “ ΨαpFα, ρα, φ1, ..., φN ,∇φ1, ...,∇φN , µα,∇µαq . (5.3)

The material time-derivative of Ψα using the chain rule can be written as

dαΨα

dt
“
BΨα

BFα

: d
αFα

dt
`
BΨα

Bρα

dαρα
dt

`

N
ÿ

β“1

BΨα

Bφβ

dαφβ
dt

`

N
ÿ

β“1

BΨα

Bp∇φβq
¨
dαp∇φβq

dt

`
BΨα

Bµα

dαµα
dt

`
BΨα

Bp∇µαq
¨
dαp∇µαq

dt
(5.4)

Aiming at an Eulerian treatment, we added in the model formulation an equation
for the transport of the deformation gradient

BFα

Bt
` vα ¨∇Fα “ ∇vαFα (5.5)

dαFα

dt
“ ∇vαFα . (5.6)

The choice of Lagrangian coordinates for the implementation of finite strain elastic
deformation processes generally results in excessive grid distortion. The schemes used
to eliminate these distortions are computationally expensive and, more importantly,
inaccurate and complicated (Duddu et al., 2010).

In the first term of Eq. (5.4) we separate the terms containing the αth term from the
summation indexed by β, which yields
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dαΨα

dt
“
BΨα

BFα

: LαFα `
BΨα

Bρα

dαρα
dt

`
BΨα

Bφα

dαφα
dt

`

N
ÿ

β“1
β‰α

BΨα

Bφβ

dαφβ
dt

`
BΨα

Bp∇φαq
¨
dαp∇φαq

dt
`

N
ÿ

β“1
β‰α

BΨα

Bp∇φβq
¨
dαp∇φβq

dt

`
BΨα

Bµα

dαµα
dt

`
BΨα

Bp∇µαq
¨
dαp∇µαq

dt
. (5.7)

Based on the choices generally used for Ψα, as in (Hawkins et al., 2011), (Lima et
al., 2014) and (Faghihi et al., 2018), we consider BΨα

Bφβ
“ fαpφαq as a function of α only.

Although it is a simplifying assumption, is the most used in the literature. This choice
leads to

N
ÿ

β“1
β‰α

BΨα

Bφβ

dαφβ
dt

“ fαpφαq
N
ÿ

β“1
β‰α

dαφβ
dt

“ fαpφαq
dα

dt

¨

˚

˝

N
ÿ

β“1
β‰α

φβ

˛

‹

‚

“ fαpφαq
dα

dt
pc´ φαq

N
ÿ

β“1
β‰α

BΨα

Bφβ

dαφβ
dt

“ ´fαpφαq
dαφα
dt

(5.8)

where
N
ÿ

β“1,β‰α
φβ “ 1´ φα is the saturation property of the mixture. Therefore,

dαΨα

dt
“
BΨα

BFα

: LαFα `
BΨα

Bρα

dαρα
dt

`
BΨα

Bφα

dαφα
dt

´ fαpφαq
dαφα
dt

`
BΨα

Bp∇φαq
¨
dαp∇φαq

dt
`

N
ÿ

β“1
β‰α

BΨα

Bp∇φβq
¨
dαp∇φβq

dt

`
BΨα

Bµα

dαµα
dt

`
BΨα

Bp∇µαq
¨
dαp∇µαq

dt
. (5.9)

To obtain consistent relations between the constitutive functions, and the kinetic
and thermodynamic variables that define the system, we must require Eq. (5.9) to satsfy
the second law of thermodynamics for the mixture given in Eq. (2.103). Thus, replacing
Eq. (5.9) in Eq. (2.103) we find



Chapter 5. MECHANICAL MODEL 74

ÿ

α

#

´
BΨα

BFα

FT
α : Lα ´

BΨα

Bρα

dαρα
dt

´
BΨα

Bφα

dαφα
dt

` fαpφαq
dαφα
dt

´
BΨα

Bp∇φαq
¨
dαp∇φαq

dt

´

N
ÿ

β“1
β‰α

BΨα

Bp∇φβq
¨
dαp∇φβq

dt
´
BΨα

Bµα

dαµα
dt

´
BΨα

Bp∇µαq
¨
dαp∇µαq

dt
´Ψα trpLαq

`Tα : Dα ´ πα
dαφα
dt

` ξα ¨∇
ˆ

dαφα
dt

˙

` µα
dαραφα
dt

´Jα ¨∇µα ` µαραφα∇ ¨ vα

+

ě 0 (5.10)

Oden et al. (2010) assume that the partial stresses for the fluid phases consist of the
sum of an equilibrium stress Te

α, which is characterized as that of a simple fluid, and a
nonequilibrium thermoviscous stress Tv

α. In Faghihi et al. (2018), a similar decomposition
occurs, with the partial Cauchy tensor written as the sum of an energetic part Ten

α and a
dissipative part Tdis

α . In this work we consider as in Faghihi et al. (2018)

Tα “ Ten
α `Tdis

α . (5.11)

Using the identity found in Oden et al. (2010),

∇
ˆ

dαφα
dt

˙

“
dαp∇φαq

dt
`∇φα ¨∇vα,

“
dαp∇φαq

dt
`∇φα ¨ Lα (5.12)

we can rewrite the term

ξα ¨∇
ˆ

dαφα
dt

˙

“ ξα ¨

ˆ

dαp∇φαq
dt

`∇φα ¨ Lα

˙

“ ξα ¨
dαp∇φαq

dt
` pξα b∇φαq : Lα .

(5.13)

Considering Eqs. (5.11), (5.13) and applying the product rule to the derivative d
αραφα
dt

,
we can rewrite

ÿ

α

#

´
BΨα

BFα

FT
α : Lα ´

BΨα

Bρα

dαρα
dt

´
BΨα

Bφα

dαφα
dt

` fαpφαq
dαφα
dt

´
BΨα

Bp∇φαq
¨
dαp∇φαq

dt

´

N
ÿ

β“1
β‰α

BΨα

Bp∇φβq
¨
dαp∇φβq

dt
´
BΨα

Bµα

dαµα
dt

´
BΨα

Bp∇µαq
¨
dαp∇µαq

dt
´ rΨαIs : Lα

`
“

Ten
α `Tdis

α

‰

: Lα ´ πα
dαφα
dt

` ξα ¨
dαp∇φαq

dt
` pξα b∇φαq : Lα

`µα

ˆ

ρα
dαφα
dt

` φα
dαρα
dt

˙

´ Jα ¨∇µα ` µαραφα∇ ¨ vα

+

ě 0 (5.14)
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Some factors can be placed in evidence, resulting in

ÿ

α

#

ˆ

Ten
α ´ΨαI´

BΨα

BFα

FT
α ` ξα b∇φα

˙

: Lα `

ˆ

µαρα ´ πα ´
BΨα

Bφα
` fαpφαq

˙

dαφα
dt

`

ˆ

ξα ´
BΨα

Bp∇φαq

˙

¨
dαp∇φαq

dt
`

ˆ

φαµα ´
BΨα

Bρα

˙

dαρα
dt

´

N
ÿ

β“1
β‰α

BΨα

Bp∇φβq
¨
dαp∇φβq

dt

´
BΨα

Bp∇µαq
¨
dαp∇µαq

dt
´
BΨα

Bµα

dαµα
dt

`Tdis
α : Lα ´ Jα ¨∇µα

`µαραφα∇ ¨ vα

+

ě 0

(5.15)

Only constitutive equations that are consistent with the second law of thermody-
namics in all processes are considered physically viable (Gurtin et al., 2010). For this, we
invoke the classic Coleman-Noll procedure (Coleman and Noll, 1964), eliminating terms
that can vary arbitrarily and compromise inequality (5.15). Gurtin (1996) clarifies that
this may seem artificial, but it is no more artificial than theories based on virtual work or
minimum "energy", as these require arbitrary variations of the fields, even though such
variations are generally inconsistent with the resulting balance laws. When using the
Coleman-Noll procedure, considering some coefficients of (5.15) equal to zero, we obtain
the following thermodynamic restrictions

Ten
α “

BΨα

BFα

FT
α ´ ξα b∇φα `ΨαI, (5.16)

µαρα “ πα `
BΨα

Bφα
´ fαpφαq, (5.17)

ξα “
BΨα

B p∇φαq
, (5.18)

BΨα

Bρα
“ φαµα, (5.19)

BΨα

Bp∇φβq
“ 0 pα ‰ βq, (5.20)

BΨα

Bp∇µαq
“ 0, (5.21)

BΨα

Bµα
“ 0. (5.22)

From Eqs. (5.17) and (2.53), we can write

ραµα “
BΨα

Bφα
´∇ ¨ ξα ´ τα ´ fαpφαq . (5.23)
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With those restrictions, we find out that Ψα is independent of µ, ∇µ and ∇φβ, for
β ‰ α, and takes the form

Ψα “ ΨαpFα, ρα, φ1, ..., φN ,∇φαq . (5.24)

Some of the energy dissipates and is described as

D “
ÿ

α

#

µαραφα∇ ¨ vα `Tdis
α : Dα ´ Jα ¨∇µα

+

ě 0

“
ÿ

α

#

µαραφαI : Dα `Tdis
α : Dα ´ Jα ¨∇µα

+

ě 0, (5.25)

BD
BDα

“ Tdis
α ` µαραφαI, (5.26)

BD
B∇µα

“ ´Jα. (5.27)

In Faghihi et al. (2018), dissipative terms are divided into two types, those resulting
from viscosity, reserved for constituents of fluids, and those resulting from diffusion, i.e.,

D “ Dvis
`Ddiff

“

N
ÿ

α“M`1

1
2Aα|Dα|

2
`

N
ÿ

α“1
∇µα ¨Mα∇µα. (5.28)

where Aα is the shear viscosity of fluid species, µα is the chemical potential and Mα is the
positive semi-definite2 mobility tensor. The term describing diffusion dissipation is also
used by Gurtin (1996) in the formulation of Generalized Cahn-Hilliard equations.

With this formulation we have

Tdis
α “ AαDα ´ µαραφαI, (5.29)

Jα “ ´Mα∇µα . (5.30)

5.1.1 Cauchy tensor

In addition to separating the Cauchy tensor into solid and fluid components the
tensor

Tα “

#

Ten
α , α ďM,

Ten
α `Tdis

α , M ă α ď N,
(5.31)

can be written according to the particular properties of these components. An important
property about the derivation of scalar functions of a tensor variable is presented in (Gurtin
et al., 2010), and here we present it as the following proposition:
2 wTMw ě 0, @w P Rn
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Proposition 1. Let H be defined on the space of symmetric tensors, and consider
the function hpFq defined on the space of all tensors through the requirement that
HpCq “ HpFTFq “ HpfpFqq “ hpFq for all tensors F, then

2F
BHpCq
BC

“
BhpFq
BF

(5.32)

The mechanical part of the tensor

Ten
α “

BΨα

BFα

FT
α ´ ξα b∇φα `ΨαI (5.33)

will be denoted by
T̂en
α “

BΨα

BFα

FT
α . (5.34)

Mechanical part of the Ten
α tensor for the solid components of the mixture

For the solid part of the mixture, α ď M , we can write T̂en
α as a function of

Piola-Kirchhoff second partial tensor, Sα, by the relation

T̂en
α “

1
detpFαq

FαSαFT
α (5.35)

where
Sα “ detpFαqF´1

α T̂en
α F´Tα . (5.36)

Using Eq. (5.32), we can rewrite Eq. (5.34) of the form

T̂en
α “ 2Fα

BΨα

BCα

FT
α , (5.37)

and considering that the portion of energy Ψα that depends on Cα is the portion Ψels
α , we

have
T̂en
α “ 2Fα

BΨels
α

BCα

FT
α . (5.38)

The isotropic elastic properties of a hyperelastic material model can be described
in terms of a scalar function W , called strain-energy or stored-energy (Hackett, 2016).
According to Belytschko et al. (2014), hyperelastic materials are characterized by the
relation

Sα “ 2BWα

BCα

(5.39)

where Wα “ WαpCα, φαq is a strain energy related to the α constituent. We consider
Wα “ ρ̂α0ψα, as in (Oden et al., 2010) and (Ateshian and Humphrey, 2012).

Noting that Wα “ WαpCα, φαq “ WαpFT
αFα, φαq “ WαpfpFαq, φαq and using

Eq. (5.32), a relationship between the derivatives of Wα with respect to Cα and Fα

is given by
2BWα

BCα

“ pFαq
´1BWα

BFα

, (5.40)
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thus,
Sα “ pFαq

´1BWα

BFα

. (5.41)

Replacing Eq. (5.41) in Eq. (5.35) we can write

T̂en
α “

1
detpFαq

Fα

ˆ

pFαq
´1BWα

BFα

˙

FT
α

“
1

detpFαq

ˆ

BWα

BFα

˙

FT
α . (5.42)

Mechanical part of the Ten
α tensor for the fluid components of the mixture

For the fluid components, M ă α ď N , we have

T̂en
α “

BΨels
α

BFα

FT
α “ ´pαI , (5.43)

where p is the thermodynamic pressure

p “ ´ρ̂2
α

Bψα
Bρ̂

, (5.44)

as presented in (Oden et al., 2010) and (Faghihi et al., 2018).

Cauchy tensor for the mixture

For the αth constituent of the mixture, the tensor T̂en
α is determined by Eqs. (5.42)

and (5.43) as

T̂en
α “

$

&

%

1
detpFαq

BWα

BFα

FT
α , α ďM,

´pαI, M ă α ď N,
(5.45)

and replacing (5.45) in (5.33), we have

Ten
α “

$

&

%

1
detpFαq

BWα

BFα

FT
α ´ξα b∇φα `ΨαI, α ďM,

´pαI ´ξα b∇φα `ΨαI, M ă α ď N,
(5.46)

that can be rewritten as

Ten
α “

$

&

%

1
detpFαq

BWα

BFα

FT
α ´ξα b∇φα `ΨαI, α ďM,

pΨα ´ pαqI ´ξα b∇φα, M ă α ď N,
(5.47)

where the difference Ψα ´ pα is called the hydrostatic pressure (Oden et al., 2010).

The dissipative part Tdis
α of the Cauchy tensor Tα will be given by Eq. (5.29), thus

completing the tensor

Tα “

#

Ten
α , α ďM,

Ten
α `Tdis

α , M ă α ď N,
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thus

Tα “

$

&

%

1
detpFαq

BWα

BFα

FT
α ´ ξα b∇φα `ΨαI, α ďM,

pΨα ´ pαqI´ ξα b∇φα ` AαDα ´ µαραφαI, M ă α ď N.
(5.48)

5.1.2 Constraint of the constitutive equations to a four species model

From now on we consider the model composed by 4 species: tumor cells φT , healthy
cells φC , nutrient-rich extracellular fluid φσ and nutrient poor extracellular fluid φσ0 , that
also were considered by Oden et al. (2010) and Faghihi et al. (2018). In the model, the total
concentration of liquid components, and also the total concentration of solid components,
remain constant throughout the domain, i.e., φσ ` φσ0 “ s and φT ` φC “ w. Thus, the
saturation condition of the mixture can be written as s` w “ c.

5.1.3 Free energy

The free energy of the αth constituent will be given by the sum

Ψα “ Ψels
α `Ψchm

α `Ψint
α `Ψtaxis

α , (5.49)

where Ψels
α is the elastic energy, Ψchm

α is the chemical energy, Ψint
α is the interfacial energy,

and Ψtaxis
α is the energy due to taxis-inducing chemical and molecular species (Faghihi et

al., 2018). Considering the following energies for the tumor

Ψchm
T pφT q “ κφ2

T p1´ φT q2, (5.50)

Ψint
T p∇φT q “

ε

2 |∇φT |
2, (5.51)

Ψtaxis
T pφT , φσq “ ´χφTφσ, (5.52)

and for the nutrients

Ψchm
σ pφσq “

1
2δσ

φ2
σ, (5.53)

Ψint
σ p∇φσq “ 0, (5.54)

Ψtaxis
σ pφT , φσq “ ´χφTφσ . (5.55)

From Eqs. (5.18) and (5.51) the micro stress energy for the tumor will be

ξT “
BΨT

B p∇φT q
“

BΨint
T

B p∇φT q
“
B
“

ε
2 |∇φT |

2‰

B p∇φT q
“ ε∇φT . (5.56)

5.1.4 The multiplicative decomposition of the deformation gradient

The multiplicative decomposition of the deformation gradient was established in the
plasticity theory (Lee, 1969), but only in Rodriguez et al. (1994) it was applied to describe
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the volumetric growth of biological tissues. Several authors have used the multiplicative
decomposition of the deformation gradient to describe the biological growth (Taber, 2008;
Ambrosi et al., 2010) and tumor growth (Mpekris et al., 2015; Ambrosi and Mollica, 2002).
We use here the decomposition as presented in Faghihi et al. (2018):

FT “ FS
TFG

T , (5.57)

where the growth tensor FG
T describes the mass change, and the elastic deformation tensor

FS
T describes the mechanical interaction with other constituents. Figure 5.1 attempts to

describe the action of tensors FG
T and FS

T on body B.

Figure 5.1 – The reference body B0, intermediate state B01, and deformed body Bt.
Figure inspired by (Rodriguez et al., 1994).

The growth tensor FG
T causes the tissue to expand locally, resulting in a hypothetical

unstressed intermediate state B01. The elastic deformation FS
T then corrects the growth

tensor to ensure the integrity of the material. The accumulation of internal stress results
from the correction performed by FS

T (MacLaurin et al., 2012). The tensor FG
T is not

compatible in the sense that it is not the gradient of a vector field. Compatibility of F,
however, is guaranteed by its definition. In this sense FS

T is a “compatibility-restoring”
field but is itself incompatible (Garikipati, 2009). Therefore, incompatible growth fields
lead to residual stress that arises as a direct result of the elastic deformations required to
maintain continuity of the body (Rodriguez et al., 1994).

Using Eq. (5.56), the Cauchy tensor for the tumor takes the following form

TT “
1

detpFT q

BWT

BFT

FT
T ´ ε∇φT b∇φT `ΨT I, (5.58)

and considering the decomposition in Eq. (5.57), the derivation of WT as a function of FS
T

gives us a new face for the tensor defined in Eq. (5.58)
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TT “
1

detpFS
TFG

T q

BWT

BFS
T

pFG
T q
´TFT

T ´ ε∇φT b∇φT `ΨT I

“
1

detpFS
T q detpFG

T q

BWT

BFS
T

pFG
T q
´T

`

FS
TFG

T

˘T
´ ε∇φT b∇φT `ΨT I

“
1

detpFS
T q detpFG

T q

BWT

BFS
T

pFG
T q
´T

`

FG
T

˘T `FS
T

˘T
´ ε∇φT b∇φT `ΨT I

“
1

detpFS
T q detpFG

T q

BWT

BFS
T

`

FS
T

˘T
´ ε∇φT b∇φT `ΨT I. (5.59)

The incorporation of Eq. (5.5) in the system allows the full description of FT , but
when using the multiplicative decomposition described in Eq. (5.57), the description of
FS
T and FG

T is no longer possible. To circumvent this difficulty, FG
T can be described in a

purely phenomenological way or by including it as a new degree of freedom in the problem
(Ambrosi et al., 2010).

5.1.5 Strain energy function

There are a variety of strain-energy formulations, each trying to describe characteris-
tics and properties of distinct elastic materials. According to Chagnon et al. (2017) most
strain energy functions were not developed for soft tissues, but for rubber-like materials.
Soft tissues often present a larger strain hardening than rubber-like materials. Among the
most commonly used formulations for biological tissues are the Blatz–Ko and Neo-Hookean
models (Jain et al., 2014). Following (Faghihi et al., 2018), we use the compressible
Neo-Hookean model, given by

W “
GT

2 pĪ
S
C ´ 3q ` KT

2 pJST ´ 1q2, (5.60)

where KT and GT are shear and bulk modulus, and

JST “
b

detrCS
T s “

b

detrpFS
T q

TFS
T s “

b

detrpFS
T q

T s detrFS
T s

“

b

detrFS
T s detrFS

T s “

b

pdetrFS
T sq

2
“ detrFS

T s, (5.61)

ĪSC “ pJ
S
T q
´ 2

3 trrCS
T s “ pJ

S
T q
´ 2

3 trrpFS
T q

TFS
T s . (5.62)

We also consider JGT “ detrFG
T s, to simplify the notation. Substituting the strain-energy

Eq. (5.60) in Eq. (5.59) we find the Cauchy tensor shape for the solid part of the tumor.
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Proposition 2. Given the Neo-Hookean strain energy function (5.60), the Cauchy
tensor to the solid constituents will be

TT “
1
JGT

#

GT

pJST q
5
3

„

BS
T ´

1
3 trrBS

T sI


`KT pJ
S
T ´ 1qI

+

´ ε∇φT b∇φT `ΨT I

(5.63)

where BS
T “ FS

T pFS
T q

T .

The demonstration of the Prop. 2 is shown in Appendix A.1.

For two-dimensional experiments we use the following Neo-Hookean version

W2 “
GT

2 p
¯̄ISC ´ 2q ` KT

2 pJST ´ 1q2, (5.64)

where
¯̄ISC “ pJST q´1 trrCS

T s “ pJ
S
T q
´1 trrpFS

T q
TFS

T s, (5.65)

and the tensor is defined as

TT “
1
JGT

„

GT

pJST q
2

„

BS
T ´

1
2 trrBS

T sI


`KT pJ
S
T ´ 1qI



´ ε∇φT b∇φT `ΨT I. (5.66)

5.1.6 Chemical potential

The free energy given in Eq. (5.23) together with Eq. (5.49) gives us a general
expression for the chemical potential for the α constituent:

ραµα “
BΨels

α

Bφα
`
BΨchm

α

Bφα
`
BΨtaxis

α

Bφα
`
BΨint

α

Bφα
´∇ ¨ ξα ´ τα ´ fαpφαq , (5.67)

and for the tumor phase we have

ρTµT “
BΨels

T

BφT
`
BΨchm

T

BφT
`
BΨtaxis

T

BφT
`
BΨint

T

BφT
´∇ ¨ ξT ´ τT ´

BΨT

Bφσ
. (5.68)

Using Eq. (5.56) we can write
∇ ¨ ξT “ ε∆φT . (5.69)

Considering the definitions on Eqs. (5.50), (5.51), and (5.52), some derivatives present in
Eq. (5.68) can be defined as

BΨchm
T

BφT
“ 2κφT p2φ2

T ´ 3φT ` 1q (5.70)

BΨtaxis
T

BφT
“ ´χφσ (5.71)

BΨint
T

BφT
“ 0 (5.72)

BΨT

Bφσ
“
BΨtaxis

T

Bφσ
“ ´χφT . (5.73)
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Applying the chain rule to the Ψels
T function and considering the deformation gradient

decomposition:

BΨels
T

BφT
“
BΛG

T

BφT

´

T̂en
T F´TT : FS

T

¯

. (5.74)

The demonstration of Eq. (5.74) is shown in Appendix A.2. Thus, the chemical potential
for the tumor will be

ρTµT “
BΛG

T

BφT

´

T̂en
T F´TT : FS

T

¯

` 2κφT p2φ2
T ´ 3φT ` 1q ´ χφσ ´ ε∆φT ´ τT ` χφT . (5.75)

From the general expression

ρσµσ “
BΨels

σ

Bφσ
`
BΨchm

σ

Bφσ
`
BΨtaxis

σ

Bφσ
`
BΨint

σ

Bφσ
´∇ ¨ ξσ ´ τσ ´

BΨσ

BφT
(5.76)

and

BΨels
σ

Bφσ
“ 0 (5.77)

BΨchm
σ

Bφσ
“

1
δσ
φσ (5.78)

BΨtaxis
σ

Bφσ
“ ´χφT (5.79)

BΨint
σ

Bφσ
“ 0 (5.80)

BΨσ

BφT
“
BΨtaxis

σ

BφT
“ ´χφσ (5.81)

we have the chemical potential for the nutrient

ρσµσ “
1
δσ
φσ ´ χφT ´ τσ ` χφσ . (5.82)

Neglecting the external microforce in Eq. (5.75) and (5.82) we can writen

ρTµT “
BΛG

T

BφT

´

T̂en
T F´TT : FS

T

¯

` 2κφT p2φ2
T ´ 3φT ` 1q ´ χφσ ´ ε∆φT ` χφT (5.83)

ρσµσ “
1
δσ
φσ ´ χφT ` χφσ . (5.84)

5.1.7 Other constitutive relations: mass flow, mobility, mass exchange
and FG

Based on (5.24) we postulate that the mass flow depends on FT , φT and ∇µT

JT “ JT pFT , φT ,∇µT q. (5.85)
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Using the principle of indifference, Faghihi et al. (2018) shows that the mass flow
can also be written as a function of CT , φT and ∇µT

JT “ JT pCT , φT ,∇µT q . (5.86)

Equations (5.30) and (5.86) indicate that tumor mobility is a tensor function that
depends on CT and φT

MT “ MT pCT , φT q

which is written by Faghihi et al. (2018) as

MT pCT , φT q “MT pCT , φT qI “ λmobT φ2
T p1´ φT q2I , (5.87)

where λmobT is an exponential decay that simulates the effects of tumor growth/deformation,
generating greater resistance of the surrounding tissue,

λmobT “ αmobT expr´γmobT JT s “ αmobT expr´γmobT

a

detpCT qs

with αmobT and γmobT constant.

An exponential decay was also used to form tumor mobility in Weis et al. (2013)
and Lima et al. (2016), but using Von Mises stress as a metric of energy instead of JT .

The nutrient mobility can be express as

Mσ “
1
δσ
MσI , (5.88)

where Mσ is a constant describing the mobility of extracellular water (Faghihi et al., 2018).

The responsible for the mass exchange between constituents is described by

ST “ λpaT φT p1´ φT qφσ “ ´Sσ, (5.89)

where

λpaT “ αpaT expr´γ
pa
T JT s, (5.90)

αpaT and γpaT are constants controlling decay of the growth stretch with increasing tumor
volume constant (Faghihi et al., 2018).

Araujo and McElwain (2005) decomposes the classical infinitesimal strain tensor as a
sum of two tensors, one due to growth and the other due to stress. The tensor responsible
for volumetric growth is given by the anisotropy tensor

ΛΩ “ Λ

»

—

–

λ1 0 0
0 λ2 0
0 0 λ3

fi

ffi

fl

, λ1 ` λ2 ` λ3 “ 1 (5.91)
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where λ1, λ2 and λ3 are anisotropic growth multipliers and Λ is the growth stretch ratio.

Assuming only dilatational growth and resorption, the FG
T tensor will be isotropic

(Rudraraju et al., 2013), so Ω “ I and

FG
T “ ΛI. (5.92)

Evolution equations for the growth stretch ratio in terms of ST can be found in the
works of Ambrosi and Mollica (2002), Narayanan et al. (2009) and Mpekris et al. (2015).

In Faghihi et al. (2018), the evolution equation used is

Λ2BΛ
Bt
“ βST (5.93)

where β is a constant model parameter that must be calibrated against experimental
observations.

5.2 Governing equations for the construction of a mechanical
model for tumor growth

Neglecting body forces, the five main equations that make up the model and
the related constitutive equations are: mass balance for tumor and nutrients, mo-
mentum balance for tumor and nutrients and transport of the deformation gradient.

BρTφT
Bt

`∇ ¨ pρTφTvT q “ ST `∇ ¨ rMT ¨∇µT s (5.94)
Bρσφσ
Bt

`∇ ¨ pρσφσvσq “ Sσ `∇ ¨ rMσ ¨∇µσs (5.95)

ρTφT
BvT
Bt

` ρTφT∇pvT qvT “ ∇ ¨TT ´ vT pST `∇ ¨ rMT ¨∇µT sq (5.96)

ρσφσ
Bvσ
Bt

` ρσφσ∇pvσqvσ “ ∇ ¨Tσ ´ vσ pSσ `∇ ¨ rMσ ¨∇µσsq (5.97)

BFT

Bt
` vT ¨∇FT “ ∇vTFT (5.98)

Λ2BΛ
Bt
“ βST (5.99)
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where the constitutive equations for µT , µσ, TT and Tσ are

ρTµT “
BΛG

T

BφT

´

T̂en
T F´TT : FS

T

¯

` 2κφT p2φ2
T ´ 3φT ` 1q ´ χφσ ´ ε∆φT ` χφT (5.100)

ρσµσ “
1
δσ
φσ ´ χφT ` χφσ (5.101)

TT “
1
JGT

„

GT

pJST q
2

„

BS
T ´

1
2 trrBS

T sI


`KT pJ
S
T ´ 1qI



´ ε∇φT b∇φT `ΨT I (5.102)

Tσ “ ´pσI`ΨσI` AσDσ ´ µαραφαI (5.103)

The coefficients MT and Mσ are mobilities, given by MT “MT I and Mσ “
1
δσ
MσI,

where Mσ is constant, MT “ λmobT φ2
T p1 ´ φT q

2 and λmobT “ αmobT expr´γmobT JT s. The
terms ST and Sσ (mass supplied to constituent by other constituents) are given by
ST “ ´Sσ “ λpaT φT p1´ φT qφσ, where λpaT “ αpaT expr´γ

pa
T JT s.

The Equation (5.99) allows to know the growth tensor FG
T “ ΛI. With FT , FG

T and
the decomposition (5.57) we have the elastic deformation tensor FS

T .

We have the option of assembling the system with the first five equations, solving
Eq. (5.99) between time steps, or we can choose to add this equation to the system. Thus,
the formation of a system composed of the six suggested equations, with adequate initial
and boundary conditions, integrates the phase-field and elastic deformation in a mechanical
model of tumor growth of four species, containing solid and fluid species.

5.3 Remarks on the mechanical model

The balance of microforces was considered in the formulation of the model, generating
a set of fourth order partial differential equations of the Cahn-Hilliard type, to describe the
mass balances. The inclusion of a transport equation for the deformation gradient allows to
treat it as an unknown factor and thus understand how it acts at each point in the domain.
The deformation gradient is responsible for translate the effects of growth/deformation
and its decomposition explains the contributions of growth and elastic deformation. The
solid constituents are compressible and hyperelastic, because we use the neo-Hookian
compressible model a strain energy, and hyperelastic properties for the calculation of the
cauchy tensor. The constituents of the fluid are compressible, because of the use of the
classic equilibrium pressure, and viscous, by the choice of the dissipation potential.

The set of equations, coefficients and parameters presented in this chapter are based
on continuum mechanics, in particular the theory of mixture, theories that are already
consolidated in the literature. This is a fundamental condition for the creation of a model,
but it does not guarantee that the resulting model will be able to faithfully represent
physical or biological phenomena, much less predict these phenomena. For the formulation
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of the model and its improvement some other steps are necessary. We must first determine
the particular characteristics of the physical or biological event that the model is intended
to represent. Second, we need to calibrate the model, that is, determine its parameters by
fitting model’s predictions with laboratory test results. Finally, we have the validation of
the model, which also involves a comparison of predictions of the model with experimental
observations, but which are generally conducted in problem domains more complex than
those of the calibration process (Oden et al., 2010).

Unfortunately, in this work, we do not include numerical experiments of the mechan-
ical model presented in this chapter, that will be the foccus of our forthcoming efforts.
Next chapter presents a set of numerical experiments for the phenomenological model.
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6 NUMERICAL RESULTS

We now present some numerical experiments in order to answer some questions
about the phenomenological model. First, we check if the implementation of the model can
describe the main characteristics of the tumor environment, described in Xu et al. (2016),
and the consequences of including the conductivity tensor in the movement of the tip cell.
We also checked whether the model has the potential to represent the development of the
tumor cord and its peculiarities.

Here we present seven experiments, 3 experiments being a domain in two dimensions
and 4 experiments in a domain in three dimensions. In all experiments, the tumor and its
necrotic nucleus initially occupy circular (or spherical) concentric regions, the radius of
the necrotic part being equivalent to 45% of the tumor radius. Initially, there is a quantity
σ “ 1.0 in the capillaries, σ “ 0 in the necrotic nucleus and σ “ 0.45 in the other parts of
the domain (Xu et al., 2016). The tumor angiogenic factor has an initial concentration
of f “ 0.3 in the tumor and f “ 0 in the other points of the domain. The equations
are not dimensionalized and we consider a scale of length L “ 1.25µm and a time scale
T “ 1562.5s to find the values of the physical parameters, whose values in silico are given
in Tab. 6.1, following Xu et al. (2016).

Table 6.1 – Simulation Parameters - in silico values

Symbol Parameter In silico
Mφ Diffusion coefficient of the tumor 0.3
λφ Interface width of tumor 2

?
2

Mc Mobility of capillaries 1.0
λc Interface width of capillaries 1.0
Bu Uptake rate of f by capillaries 6.25
Df Diffusion coefficient of f 100.0
Dσ Diffusion coefficient of the nutrient 30.0
V c
p Production rate of nutrient 1.0
V T
u Uptake rate of nutrient by tumor 0.006
V H
u Uptake rate of nutrient by host tissue 0.0006
Bp Proliferation rate of endothelial cells 1.401
Bu Uptake rate of TAF by capillaries 6.25
cact Condition (i) for activation 0.9
fact Condition (ii) for activation 0.0001
χ Chemotactic constant 7.28
δ4 Dll4 effective distance 80

All simulations were performed in parallel on the Lobo Carneiro supercomputer,
located at COPPE/UFRJ. The generalized-α method is used for the time integration of
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the semi-implicit scheme and the adaptive control of the time step is done by the basic
method provided by PETSc library. Inside each time step, Newton’s method is used to
find the solution of the nonlinear system. For the solution of the resulting linear system we
use the GMRES method (Saad and Schultz, 1986) with 30 vectors to restart and classical
Gram-Schmidt orthogonalization, in addition to the ILU preconditioner.

6.1 Bidimensional configuration with one rectilinear vessel

In this first experiment, we present simulations in two dimensions to clarify the
influence of the conductivity tensor K on the formation of the capillary network and on
the development of the tumor. A circular tumor with a 625µm radius was placed in the
center of a rectangle with the sides 2625µm and 2275µm. To decrease the computational
effort, the computational domain is limited to the lower half of this rectangle. A blood
vessel, rectilinear and horizontal, was placed 125µm away from the bottom boundary, and
has a width constant of 25µm. The mesh consists of 512ˆ 128 C1 quadratic elements. The
domain and initial configuration of the vessel and tumor is shown in Fig. 6.1. Figure 6.2
shows a vertical section of the domain, passing through the tumor center px “ 0q, giving a
view of the initial fields distribution.

Figure 6.1 – Initial configuration of the vessel (red) at 125µm away from the bottom
boundary and tumor (dark blue).

Initially two simulations are carried out, one uses the tip cell displacement according
to Xu et al. (2016) and the other includes the conductivity tensor K in this process. A
third simulation, where the angiogenesis process is blocked, is used as a reference to verify
the influence of the new capillary network on tumor development. Blocking angiogenesis
is done by inhibiting the discrete part of the code.
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Figure 6.2 – Initial conditions on the fields on a vertical section at x “ 0: vessel (red),
TAF (blue), tumor (green) and nutrients (purple). The x axis refers to the
dimensionless vertical length p´100, 810q, the equivalent interval in µm is
p´125, 1012.5q.

Growth and decrease before the awakening of angiogenesis

Before the awakening of angiogenesis, the three simulations produced the same
results. The simulation starts, the tumor consumes the nutrients available around it and
grows. The tumor grows for 16.24 hours reaching a maximum area of 63.7ˆ 104µm2. At
that time, the amount of nutrients is no longer sufficient to maintain growth, and the
tumor begins to lose area. This is because µφ depends on φ and σ. Thus, for σ values
near to 0.2, µφ assumes a format similar to that shown in Figure 4.2(b), causing the phase
φ “ 0 to prevail in the phase-field (4.1). During this period, TAF diffuses through the
environment, reaching the pre-existing vessel. At time t “ 30.10 hours, the first tip cell is
activated simultaneously in both simulations. As expected, at that time, the area of the
region occupied by the tumor is the same in the three simulations (61.3ˆ 104µm2). The
variation in the area occupied by the tumor region until the moment when the first tip
cell is activated is shown in Fig. 6.3.

Figure 6.3 – The blue curve describes the variation in the area of the tumor region before
the start of the new capillary network. The red line highlight the instant when
the tumor area is maximum. The red dot on the curve shows the moment
when the first tip cell is activated.
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The arrival of the first capillary to the tumor.

The arrival of the first capillary to the tumor occurs at different times in the two
simulations, Figs. 6.4(a) and (b) show these moments. The time taken for the first tip cell
to reach the tumor was t “ 49.90 hours for the simulation without conductivity tensor
and t “ 56.41 hours when using the conductivity tensor. This difference in time is due to
the greater sinuosity of the capillaries when the conductivity tensor is used (Barbosa et
al., 2017).

(a) Capillary network on arrival at the tumor, t “ 49.90 hours. Simulation without conductivity
tensor.

(b) Capillary network on arrival at the tumor, t “ 56.41 hours. Simulation using the conduc-
tivity tensor.

Figure 6.4 – Tumor (dark blue) and blood vessels (red) at the instant of arrival of new
tumor capillary network.

We observed a difference of 7.7% between the areas of the tumor regions in Figs. 6.4(a)
and (b). This is because of the difference between the times for the new capillary network
to reach the tumor (t “ 49.90 and t “ 56.41 hours). Figure 6.5 highlights the difference
between the areas. The uniform distribution of nutrients in the host tissue contributes to
the preservation of the symmetry of the tumor during growth and decrease, before the
arrival of the capillary network.
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Figure 6.5 – Comparison between areas of the tumor region at the moment the first
capillary reaches the tumor. In dark blue the tumor region referring to the
simulation without conductivity tensor, in green, the border of the tumor
region for the simulation with conductivity tensor.

Based on Xu et al. (2016), the tumor layers are identified by the amount of nutrients
in each region. A region of the tumor will be considered necrotic when the amount of
nutrients is less than 0.2, for values between 0.2 and 0.4 the region will be hypoxic and for
values greater than 0.4 proliferative. When the capillary arrives, the tumor no longer has
a proliferative layer, the necrotic nucleus occupies most of it and is surrounded by a thin
hypoxic layer. This can be seen in Fig. 6.6, where the white curve describes the limits of
the necrotic nucleus and the blue curve determines the outline of the tumor region and
also the hypoxic layer.

Figure 6.6 – Nutrient distribution at time t “ 56.41 hours in the simulation using conduc-
tivity tensor. The colors determine the amounts of nutrients and the curves
demarcate the layers. The white curve determines the border of the necrotic
nucleus and the blue curve determines the border of the tumor region and
the hypoxic layer.

An amount of TAF sufficient to activate a tip cell already reaches almost the entire
vessel by the time the first capillary reaches the tumor. Figure 6.7 highlights, with a white
curve, the points in the domain where f “ fact “ 0.0001.
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Figure 6.7 – TAF distribution at time t “ 56.41 hours in the simulation using conductivity
tensor. The colors determine the amounts of TAF, the blue curve determines
the outline of the tumor and the white curve determines the level f “ fact “
0.0001 of TAF.

The influence of the new capillary network on tumor growth

In the simulation without conductivity tensor, a denser capillary network and larger
tumor area are observed than in the simulation without conductivity tensor. Also, for both
simulation, we verified that the part of the tumor furthest from the capillary continues to
lose area, while the part in contact with the new capillaries gains area quickly. A graph
describing the variation in the area of the tumor region in the three simulations is shown
in Fig. 6.8.

Figure 6.8 – Variations of the tumor areas in the three simulations: angiogenesis without
conductivity tensor (red), angiogenesis with conductivity tensor (blue) and
without angiogenesis (yellow). Vertical lines in green mark the times t “ 30.10
hours, moment when the first tip cell is activated, and t “ 86.81 hours,
moment when the tumor reaches its smallest area in the simulation with
conductivity tensor. The vertical dotted lines in red and blue demarcate the
time when the first tip cell reaches the tumor in simulations without and
with the conductivity tensor, respectively.
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Figures 6.9(a) and (b) show the tumors and capillary networks after 86.81 hours, at
which time the tumor area in the simulation using the conductivity tensor is minimal.

(a) Simulation without conductivity tensor, t “ 86.81 h.

(b) Simulation using the conductivity tensor at the moment when the tumor assumed its
smallest area, t “ 86.81 h.

(c) Comparison between the areas of the tumor regions in the three simulations.

Figure 6.9 – Simulation at t “ 86.81 hours. In (a) and (b) the capillary networks for simu-
lations without and with conductivity tensor, respectively. In (c) comparison
between the areas of the tumor regions in the three simulations: without
conductivity tensor (blue), with conductivity tensor (green) and without
angiogenesis (white).
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In Figure 6.9(a), some lateral capillaries grew in a direction parallel to the main
vessel, this is due to the fact that the lateral regions of the domain still have a large
amount of TAF. The difference between the areas occupied by the tumor in the three
simulations is shown in Fig. 6.9(c).

A graph containing the variation of the time step within the time adaptive scheme
used is shown in Fig. 6.10. The most marked increase in the size of the time step
occurs during the initial growth of the tumor, until time 16.24 hours. Simulations with
angiogenesis, with and without conductivity tensor, have similar behavior. From now on,
all experiments with angiogenesis will use the K conductivity tensor in their formulation.

Figure 6.10 – Variation of time step in the three simulations. In red the simulation
without conductivity tensor, in blue with conductivity tensor and in yellow
the simulation without angiogenesis.

6.2 Bidimensional configuration with curvilinear vessel

In this experiment a circular tumor of 200µm radius placed at a distance of 80µm
of a curvilinear vessel in a square domain with 1250µm side discretized by a mesh with
256ˆ 256 C1 quadratic elements is considered. The curvilinear vessel has a cubic function
configuration, with a maximum width of 25µm, as shown in Fig. 6.11(a). In this experiment,
we did not record a decrease in the tumor area, only growth. The proximity between tumor
and vessel facilitated the rapid arrival of the capillary network and the initial tumor area
(12.57 ˆ 104µm2) increased by 260% at the end of 92.2 hours, reaching 33.42 ˆ 104µm2.
The first tip cell is activated after 1.52 hours of simulation arriving at the tumor after
10.65 hours.

After 13.7 hours of simulation, 8 capillaries were born from the main vessel, all
separated by a distance of δ4 “ 100µm, see Fig. 6.11(b). New tip cells may awaken between
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these capillaries, as long as they meet the activation conditions. In Fig. 6.11(c) we see
that the first tip cells have already moved more than 100µm away from the main vessel,
allowing the birth of new tip cells between the capillaries.

(a) Initial configuration of the vessel and tumor. (b) At that moment, three capillaries feed the
tumor (t “ 13.7h).

(c) New capillaries are born in the original vessel
(t “ 28.5h).

(d) The capillary network involves the tumor
(92.2h) .

Figure 6.11 – The formation of the new capillary network.

It is important to point out that, in all experiments, after the new capillaries reached
the tumor, they did not branch. On the other hand, capillaries that are born furthest
from the tumor are more likely to branch out, as it can be seen in Fig. 6.11(d), where
we have the final configuration of the experiment after 92.2 hours, with the capillaries
surrounding almost the entire tumor.

The distribution of nutrients and TAF by the domain, after 92.2 hours, are shown in
Fig. 6.12(a) and 6.12(b). In this instant, the tumor no longer has a necrotic nucleus and
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the hypoxic layer has been reduced to a small region, while the proliferative layer occupies
most of the tumor.

(a) Nutrients distributed in the domain in
the instant 92.2h. The blue curve high-
lights the tumor boundaries.

(b) TAF distributed in the domain at the
instant 92.2h. The blue curve highlights
the tumor boundaries and the white
curve determines the level f “ fact “
0.0001.

Figure 6.12 – Configuration of nutrients and TAF after 92.2 hours.

Another experiment in two dimensions, with two pre-existing vessels, is presented in
the B.1.

6.3 Tridimensional configuration with one rectilinear vessel

In this section we present an experiment in three dimensions, simulating the behavior
of a spherical tumor placed in the vicinity of a straight circular cylinder blood vessel. We
placed in a domain 625 ˆ 625 ˆ 750µm3 a spherical tumor with a radius of 175µm and
the vessel with a radius of 25µm. The initial distance between the vessel and tumor is
112.5µm. Figure 6.13(a) shows the initial tumor and vessel configuration.

Once, the experiments in three dimensions demand great computational resources,
there is limitation of working with a fine mesh. Because of that, we consider a coarse mesh
of 50ˆ 50ˆ 60 C1 quadratic elements. The radius of the tip cell is 12.5µm and the number
of new capillaries is limited to just 6 to reduce computational burden. The discrete part of
the model was activated every 2 time steps and the conductivity tensor used every 4 time
steps. The maximum processing time was limited to 360 hours, using an exclusive node
with 48 CPUs operating in parallel with 8 mpiprocs on the LoboC-UFRJ supercomputer.

Figure 6.13(c) and (d) show the 6 capillaries born after 27.4 hours of simulation,
where 4 of them penetrated the tumor. The initial development of the tumor, driven
by the consumption of available nutrients, increases its volume from 2.25 ˆ 107µm3 to
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2.93ˆ 107µm3 in 15.3 hours. After initial growth, the tumor volume decreases until the
end of the simulation, reaching 2.50ˆ 107µm3.

(a) Initial conditions for vessel and tu-
mor.

(b) The first capillary reaches the tumor
in t “ 7.9 hours.

(c) Four capillaries penetrate the tumor
in t “ 27.4 hours.

(d) Position and shape of internal capil-
laries.

Figure 6.13 – Formation of the capillary network considering a spherical tumor and a
straight cylindrical vessel. Tumor in blue and vessel in red.

Figure 6.14 show a section of the domain by a vertical plane at y “ 0, determining
the levels of nutrients and TAF concentrations on the plane. The amount of nutrients
over the entire plane is greater than 0.2, indicating that there is no more necrotic nucleus
after 27.4 hours of simulation, as can be seen in Fig. 6.14(a). The region in shades of blue
indicates an amount of nutrients that determines the hypoxic layer on the tumor and the
yellow and red region determines the proliferative layer. In Fig. 6.14(b) we can see that,
the levels of TAF, spread over the plane, exceeds the minimum activation value of a tip
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cell, which in this experiment is fact “ 0.001.

(a) Distribution of concentrations of nutri-
ents.

(b) Distribution of concentrations of TAF.

Figure 6.14 – Vertical plane at y “ 0 highlighting the concentration of nutrients and TAF.

Hypoxic and proliferative regions of the tumor are easily identified by projecting the
levels of nutrients on their surface, as can be seen in Fig. 6.15(a). In blue the hypoxic
region and in yellow and red the proliferative region. We also observed in Fig. 6.15(b) that
the lower part of the tumor, which is in contact with capillaries, has a higher concentration
of nutrients.

(a) Concentration thresholds from 0.2 to
0.4 determine the hypoxic region of
the tumor and levels greater than 0.4
indicate a proliferative region.

(b) View of the lower part of the tu-
mor, revealing that the region close
to the capillaries has high levels of
nutrients.

Figure 6.15 – Concentration of nutrients distributed over the surfaces of the tumor, vessel
and capillaries.
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Figure 6.16(a) and (b) show the concentration of TAF on the surfaces of the tumor,
vessel and capillaries. We observed that the regions of the tumor that are close to the
capillaries have low levels of TAF, while far distant regions have high levels.

(a) After t “ 27.4 hours, TAF concentra-
tion are greater than fact “ 0.001 over
all capillaries and vessel.

(b) Lower view of the tumor, revealing
that near the capillaries the TAF
concentration are lower.

Figure 6.16 – Concentration of TAF distributed over the surfaces of the tumor, vessel and
capillaries.

In this example, as in that presented in Section 6.2, the necrotic nucleus disappeared
at the end of the simulation. This is due to the diffusion of nutrients, the proximity
between the tumor and the vessel and, also, the rapid arrival of the capillary network,
distributing nutrients throughout the tumor region. The distinction between tumor layers,
made according to the distribution of nutrients, does not ensure the maintenance of the
necrotic nucleus. This is a characteristic of the model that can be modified, ensuring better
demarcation and preservation of the necrotic nucleus. In the model presented by Lima
et al. (2014), the necrotic, hypoxic and proliferative regions are described individually as
different phases, ensuring a better demarcation of those regions.

6.4 Tridimensional configuration with curvilinear tubular vessel

In this experiment, we consider a spherical tumor near a curvilinear tubular vessel.
A spherical tumor, with a 175µm radius, and a curvilinear tubular vessel, with a 25µm
radius, are placed in a 625ˆ 625ˆ 750µm3 three-dimensional domain. The initial distance
between tumor and vessel is 115.8µm and we consider the radius of the tip cells measures
12.5µm. In Fig. 6.17(a) we have the initial vessel and tumor configuration. As in the
previous example (Section 6.3), we used a coarse mesh of 50 ˆ 50 ˆ 60 C1 quadratic
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elements and the processing time was also limited to 360 hours with the same equipment
configurations.

(a) Initial conditions for vessel and tumor. (b) The first capillary reaches the tumor in
t “ 11.05 hours.

(c) Two capillaries penetrate the tumor at
t “ 30.72 hours.

(d) Position and shape of internal capillar-
ies.

Figure 6.17 – Formation of the capillary network considering a spherical tumor and a
curvilinear tubular vessel. Tumor in blue and vessel in red.

Initially the tumor grows, consuming the available nutrients and increasing its volume
from 2.25ˆ 107µm3 to 2.92ˆ 107µm3 in 14.34 hours. After the initial growth, the tumor
volume decreases until the end of the simulation. The first capillary reaches the tumor in
t “ 11.05 hours (see Fig. 6.17(b)), at which time the tumor was still increasing in volume.
The increase in the volume of the region in contact with the capillaries and the decrease in
the volume in the opposite region reduce the total tumor volume to 2.03ˆ 107µm3 after
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30.72 hours, see Fig. 6.17(c) and (d). During the processing time, only 5 capillaries were
born and two of them penetrated the tumor.

For a better understanding of nutrients distribution, we consider a vertical plane
at y “ 0, as shown in Fig. 6.18(a). The highest levels of nutrients occur over the vessel
and capillaries (red), and the lowest are in the center of the tumor (light blue). In the
yellow region, nutrient levels are above 0.4, indicating that tumor cells in those regions
are considered proliferative. Figure 6.18(b) shows a projection of nutrient levels on the
tumor surface, demarcating the hypoxic and proliferative regions. Tumor regions that are
closer to the capillaries have higher levels of nutrients.

(a) Concentration of nutrients on the ver-
tical plane that cuts tumor and vessel.
Nutrient levels greater than 0.2 indicate
the absence of a necrotic core

(b) Concentration of nutrients distributed
over the surfaces of the tumor, vessel
and capillaries. In blue the hypoxic
region and in yellow the proliferative
region.

Figure 6.18 – Concentration of nutrients on the vertical plane y “ 0 and on the surface of
the tumor, vessel and capillaries after 30.72 hours.

The disappearance of the necrotic core also occurred in this experiment. Initially,
the tumor has only necrotic core and proliferative layer, as can be seen in Fig. 6.19(a).
The diffusion of nutrients promotes the decrease of the necrotic nucleus, while the diffusion
associated with the consumption of nutrients generates the hypoxic layer. After t “ 11.53
hours the hypoxic region occupies most of the tumor, a thin proliferative layer covers
the entire tumor and the necrotic nucleus has been reduced to a small central region,
disappearing in the next time, see Fig. 6.19(b). At t “ 30.72 hours (FIg. 6.19(c)), the
proliferative region is concentrated around the capillaries and the rest of the tumor is
formed by hypoxic cells.
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(a) t “ 0 hours. (b) t “ 11.53 hours. (c) t “ 30.72 hours.

Figure 6.19 – Configuration of hypoxic, proliferative and necrotic regions at different times
of the simulation. In yellow the surface that limits the proliferative layer, in
blue the surface that limits the hypoxic layer, in brown the necrotic nucleus
and in red the vessel and capillaries. (a) Start of simulation, the tumor
has only the proliferative layer and necrotic nucleus. (b) After t “ 11.53
hours, the hypoxic layer already occupies most of the tumor, reducing the
proliferative layer and necrotic nucleus. (c) At the end of the simulation,
the tumor is composed of hypoxic and proliferative regions.

The TAF concentration on the vertical plane y “ 0, which cuts off the tumor and
vessel, are shown in Fig. 6.20(a). Concentration greater than fact “ 0.001 over the vessel
and capillaries indicate that the amount of TAF is sufficient to awaken new tip cells.
Figure 6.20(b) shows the projection of TAF levels on the tumor, vessel and capillaries.

(a) Distribution of TAF concentration
on the vertical plane that cuts tumor
and vessel.

(b) TAF concentration are greater than
fact “ 0.001 over all capillaries and
vessel.

Figure 6.20 – TAF concentration on the vertical plane y “ 0 and on the surface of the
tumor, vessel and capillaries after 30.72 hours.
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The initial time step is ∆t “ 10´11 and, with the adaptive process, it increases
rapidly until reaching the value of ∆t “ 0.72, interrupting the growth when the first tip
cell is activated, see Fig. 6.21. After that instant, we have oscillations, with values ranging
from ∆t “ 0.23 to ∆t “ 7.0, reaching the end of the simulation with the value ∆t “ 0.26.

Figure 6.21 – Graph with time step variation for a spherical tumor and a curvilinear
tubular vessel. Time t “ 11.14 is equivalent to physical time t “ 4.84 hours
and final time t “ 70.79 is equivalent to time 30.72 hours, when the scale
T “ 1562.5s is considered.

6.5 Tumor cords

In this section we present three numerical experiments describing the behavior
of tumor cords. In these experiments, we analyze the model’s ability to represent the
development of a tumor cord, its adaptation to the vessel shape and its new concentration
of nutrients. For the development of the tumor without the aid of angiogenesis, we need
the tumor to be less than 180µm from the vessel. According to Harris (2002), this is
the distance that oxygen diffuses as it passes from the vessel to the cells, before being
completely metabolized.

The tumor cord was studied in Bertuzzi et al. (2002), Bellomo et al. (2008), Moore
et al. (1985), Bertuzzi and Gandolfi (2000), Bertuzzi et al. (2004), Astanin and Preziosi
(2009), S. and Tosin (2007). Bellomo et al. (2008) states that the proliferative zone will be
(internal) next to the nutrient supply and the necrotic zone will be the outermost layer.
Some details of other studies on the tumor cord are presented in Section 2.1.3.

The first experiment is carried out in a two-dimensional domain and the last two in
three-dimensional domains. Here we also use the LoboC supercomputer, located at UFRJ.
In each simulation, we use an exclusive node and 48 cpus, operating in parallel with 12
mpiprocs. In these experiments, the discrete part of the model was not activated. The
configurations of solvers, preconditioners and time-step adaptivity used are the same as
those for experiments with angiogenesis.
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6.5.1 Tumor cord - Two-dimensional configuration with curvilinear vessel

The same configuration of the experiment presented in Section 6.2 is considered
in this experiment, but without the activation of angiogenesis. The main idea of this
experiment is to verify the model ability to represent some characteristics of the tumor cord
in a two-dimensional environment. We simulated a curved vessel to check the influence of
capillary shape on the tumor growth. The initial configuration of the vessel and tumor can
be seen in Fig. 6.11(a). Initially, a symmetrical growth is observed, then the tumor cells
proliferated towards the vessel, assuming their shape, as shown in Figs. 6.22(a)-6.22(f).

(a) The tumor grows towards the
vessel at time t “ 31.64 hours.

(b) Most of the tumor already
involves the vessel at time t “
82.70 hours.

(c) A small region separates from
the larger part of the tumor
at time t “ 98.16 hours.

(d) The smaller region disappears
completely at time t “ 107.90
hours.

(e) The tumor develops quickly
following the shape of the ves-
sel at time t “ 176.26 hours.

(f) The tumor completely sur-
rounds the vessel at time t “
4340.3 hours.

Figure 6.22 – Behavior of the model for a tumor that does not trigger angiogenesis that is
born in the vicinity of a vessel. After t “ 4340.3 hours of simulation, the
tumor forms a constant layer, 100µm thick, covering the entire vessel.

The increase in volume in one region of the tumor and the decrease in volume in the
opposite region are confused with a possible movement of the tumor. In Fig. 6.22(c), we
see that the tumor divides into two parts, a larger part, which advances over the vessel,
and a smaller part, which disappears in the next steps of time. This behavior can be better
understood by looking at Fig. 6.23(a), where we see that the smallest part is over a region
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with a low level of nutrients, being formed by necrotic cells. Whereas, in Fig. 6.23(b) we
see that at time 4340.3 hours the tumor has no necrotic layer, it has a thin layer of hypoxic
cells (in black) and the rest formed by proliferative cells. Thus, in the final configuration
of the simulation we observed a great amount of nutrients in the inner part of the tumor
and a low concentration of nutrients in the part of the tumor is farthest from the capillary,
leading to the hypoxia of the cells.

(a) Concentration of nutrients at time
t “ 98.16 hours. The curve high-
lights the outline of the tumor.

(b) Concentration of nutrients at time
t “ 4340.3 hours. The green curve
highlights the 0.2.

Figure 6.23 – Concentration of nutrients at t “ 98.16 and t “ 4340.3 hours.

The tumor layer surrounding the vessel has a thickness of approximately 110µm,
resulting in a tumor cord of approximately 245µm in diameter. A perpendicular section to
the vessel is shown in Fig. 6.24, showing the configuration of the fields at time t “ 4340.3h.

(a) In green a perpendicular
section to the vessel.

(b) Section configuration of the fields at time
t “ 4340.3 hours.

Figure 6.24 – Cut perpendicular to the vessel, indicating distances at time t “ 4340.3
hours. Applying the length scale L “ 1.25µm, a distance of 100 in the graph
(b) is equivalent to 125µm.

When performing the section perpendicular to the vessel, we observed a small
numerical instability in the phase-field that describes the vessel, see Fig. 6.24(b). We note
that, depending on the position of the cut, this instability is changes, even disappearing in
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some positions. This instability is located over the phase transition and can hardly be
seen in Figure 6.24(a).

A graph describing the variation in the area of the tumor region is shown in Fig. 6.25.
Initially, the tumor develops by consuming the nutrients available in the host tissue for
20.13 hours. Between 20.13 and 56.46 hours, the tumor reduces its total area, gaining
area in the region close to the nutrient source and losing it in the most distant region.
After 56.46 hours the tumor starts to increase its total area. The largest visible area of
the tumor occurs at t “ 219.79 hours, reaching an area of 40.53ˆ 104µm2. The evolution
of the system towards a steady state can be seen at the end of the graph, where the
area assumes the constant value 33.3 ˆ 104µm2 after 4340.3 hours until the end of the
simulation, at 28948.26 hours.

Figure 6.25 – Area Variation of the tumor region. Initial area 12.6ˆ 104µm2, final area
(visible) 33.4 ˆ 104µm2 after 4340.3h (180.8 days) until the end of the
simulation, at 28948.26 hours (1206.2 days).

6.5.2 Tumor cord - Three-dimensional configuration with one rectilinear
vessel

A spherical tumor with 200µm radius is placed in the vicinity of a straight vessel. In
this experiment the distance between the pre-existing vessel and the tumor is of 112µm
(see Fig. (6.26(a))), thus allowing the arrival of nutrients from the vessel to feed the tumor.
The dimensions of the domain are 1000ˆ 750ˆ 1000µm3.

Initially the tumor consumes the surrounding nutrients and has a small uniform
increase in volume. The concentration of nutrients on the vessel diffuses into the tissue and
reaches the tumor, so the tumor region closest to the vessel develops and gains volume, see
Fig. 6.26(b). The tumor region more distant the vessel does not receive enough nutrients
for growth, decreasing in volume, see Fig. 6.26(b). Figure 6.26(d) shows the tumor divided
into two parts. The largest part of the tumor continues to gain volume, while the smallest
loses volume until it disappears completely, as shown in Fig. 6.26(e). Finally, the tumor
completely envelops the vessel, forming a cylindrical layer around the vessel, Fig. 6.26(f).
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(a) Initial conditions for vessel and tumor. (b) Tumor growth towards the vessel, t “
30.39 hours.

(c) Part of the tumor involves the vessel,
t “ 41.39 hours.

(d) The tumor separates into two parts,
t “ 45.15 hours.

(e) The smallest part disappears and
the largest continues to grow, t “
49.75 hours.

(f) The tumor completely surrounds the
vessel and keeps the layer size constant,
t “ 385.91 hours.

Figure 6.26 – Tumor development in the vicinity of a straight vessel during a 385.91 hours
simulation. Tumor in blue and vase in red.
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A greater thickness of the tumor in the central region, can be seen in Fig. 6.26(f).
Applying transparency filter to the tumor layer, we reveal a similar behavior in the vessel,
see Fig. 6.27(a). This observed phenomenon can be eliminated by modifying one of the
equations in system (4.1)-(4.4). More precisely by eliminating term BppfqcHpcq from
Eq. (4.2). The elimination of this term makes Eq. (4.2) conservative, maintaining the
initial shape of the vessel throughout the simulation. Figure 6.27(b) shows the end of a
new simulation after the change.

(a) Vessel shape at time t “ 385.91, using
original model.

(b) Vessel shape at time t “ 385.91, elimi-
nating the last term of equation (4.2).

Figure 6.27 – Comparison between the final results of the vessel in two simulations at time
t “ 385.91 hours: (a) Simulation using the original model(Xu et al., 2016)
and (b) simulation using the model after eliminating the term BppfqcHpcq.

The division of the tumor into two parts, seen in Fig. 6.26(d), may be better
understood by making a more detailed analysis of the distribution of nutrients over the
domain. Figures 6.28(a)-(f) show the distribution of nutrients at the same moments
recorded in Figs. 6.26(a)-(f). Looking at Fig. 6.28(c), we notice that the tumor region
closest to the vessel consumes nutrients from the vessel and gains volume. The tumor
region more distant the vessel has no access to this source of nutrients and loses volume.
Figure 6.28(d) shows that, after the division of the tumor, one of the parts remains in
a region with a low level of nutrients, losing volume until it disappears. In Fig. 6.28(b)
we observe high levels of nutrient forming a constant layer around the vessel and part of
that layer being consumed by the tumor. In the Figs. 6.28(c)-(f), we see the thickness
of the layer decreasing as the tumor advances. At the end of the simulation (385.91h) a
cylindrical tumor with a diameter of 150µm is formed covering the entire length of the
vessel. The tumor is composed predominantly of a proliferative layer and covered by a
thin layer of hypoxic cells. Figure 6.28(f) shows that, in addition to consuming nutrients
from the vessel, the tumor cells consume nutrients that are around the tumor cord.
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(a) Initial amounts of nutrients. The
tumor is composed of a necrotic
nucleus and a proliferative layer.

(b) Part of the tumor already feeds on
nutrients that are in the vessel.

(c) The part of the tumor closest to
the vessel increases in volume and
the part further away decreases.

(d) The tumor divides and the smallest
part occupies a region with a low
level of nutrients.

(e) With low levels of nutrients, the
smallest part of the tumor disap-
pears.

(f) The innermost part of the tumor
becomes proliferative and the su-
perficial layer hypoxic.

Figure 6.28 – Nutrient settings in the development of the cord tumor.
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6.5.3 Tumor cord - Three-dimensional configuration with curvilinear tubu-
lar vessel

To conclude this section of experiments, we consider a spherical tumor with 200µm
of radius at a distance of 112.3µm from a curvilinear tubular vessel, Fig. 6.29(a). The
dimensions of the domain are 1000 ˆ 750 ˆ 1000µm3. As in previous experiments, the
tumor initially develops symmetrically, consuming the nutrients available in the host tissue.
Due to the proximity of the vessel, nutrients reach the tumor, promoting its growth, see
Figs. 6.29(b) and (c). In Fig. 6.29(d) we see the tumor divided into two parts, one of
them completely surrounding the vessel. The smaller part does not develop, disappearing
completely in the next steps, see Fig. 6.29(e). In the end (t “ 198.99h), the tumor assumes
the shape of the pre-existing vessel, maintaining a constant layer along the vessel, as we
can see in Fig. 6.29(f). The tumor cord formed has a constant diameter of 175µm. Like
the two-dimensional experiment (Section 6.5.1), the evolution of the system reaches a
steady state from the time t “ 140hs.

This sequence of events was repeated in the three experiments that aimed to represent
the tumor cord, regardless of the geometric shape of the vessel and the amount of dimensions
of the domain.

Figures 6.30(a)-(f) show the distribution of nutrients in the moments referring to
Figs. 6.29(a)-(f). In Fig. 6.30(a) we have the initial conditions of the simulation for the
Nutrient, with level 1 (red) on capillary, 0 (white) on the necrotic core and 0.45 (yellow)
on the rest of the domain. At time t “ 28.91 hours, the lowest level of nutrients is found
in the center of the tumor, however, according to the layer distinction adopted, this region
is not considered necrotic, but hypoxic (0.2 ă σ ď 0.4), as can be seen in Fig. 6.30(b).
Figure 6.30(c) shows that, the increase in the volume of the tumor region around the vessel
and the decrease in the volume of the most distant region, occur due to the difference in
the availability of nutrients in the regions. In Fig. 6.30(d) is shown that, the low level of
nutrient available in one of the regions of the tumor prevents its development and causes
its separation from the region that proliferates. Level 5 of nutrients is highlighted by a
white layer that surrounds the vessel, indicating a radial symmetry in the diffusion of
nutrients, see Fig. 6.30(b). We can see in Figs. 6.30(c)-(f) the decrease in the concentration
of nutrients around the vessel, causing the retraction of the white layer, which marks the
level 5 of nutrients. After t “ 198.99 hours of simulation, the distribution of nutrients
becomes radially symmetrical, obeying the geometry of the vessel and with a decreasing
level of nutrients when moving away from the vessel.

We emphasize that the formation of the structure is due to the general dynamics,
promoted by a unique system of equations, without the inclusion of any numerical device
directing the behavior of the tumor field.
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(a) Initial conditions for vessel and tumor. (b) Tumor growth towards the vessel, t “
28.91 hours.

(c) Part of the tumor involves the vessel, t “
42.07 hours.

(d) The tumor separates into two parts, t “
45.30 hours.

(e) The smallest part disappears and the
largest continues to grow, t “ 53.40
hours.

(f) The tumor completely surrounds the ves-
sel, assuming its shape, t “ 198.99 hours.

Figure 6.29 – Development of a tumor in the vicinity of a curved tubular vessel. Tumor
in blue and vase in red.
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(a) Initial amounts of nutrients. The tumor
is composed of a necrotic nucleus and a
proliferative layer, t “ 0 hour.

(b) Part of the tumor already feeds on nutrients
that are in the vessel, t “ 28.91 hours.

(c) The part of the tumor closest to the vessel
increases in volume and the part further
away decreases, t “ 42.07 hours.

(d) The tumor divides and the smallest part oc-
cupies a region with a low level of nutrients,
t “ 45.30 hours.

(e) With low levels of nutrients, the smallest
part of the tumor disappears, t “ 53.40
hours.

(f) The innermost part of the tumor becomes
proliferative and the superficial layer hy-
poxic, t “ 198.99 hours.

Figure 6.30 – Nutrient settings in the development of the cord tumor.
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The experiments carried out in Section 6.1 showed that, without the arrival of a new
source of nutrients, the tumor consumes the nutrients available around it and, after a small
growth, it shrinks in size until it disappears. We evaluated that the total disappearance of
the tumor is a flaw in the model and can be corrected with the inclusion of mechanisms that
can demarcate and maintain its position. Modifying the shape of the chemical potential
µφ or adding new phase-fields are two viable options. Therefore, without the activation
of angiogenesis, the distance between tumor and vessel is essential. Tumor regions close
to the vessel receive a greater amount of nutrients, when they reach levels above 0.4,
proliferation occurs. If a region of the tumor remains with nutrient levels below 0.4 it will
disappear over time, as we saw in all experiments performed in Section 6.5. In addition
to the distance between the vessel and the tumor, the speed of diffusion of nutrients and
the speed at which the tumor loses volume are important parameters, and they must be
well calibrated because, in this model, they contribute to the growth or extinction of the
tumor.
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7 CONCLUDING REMARKS

The goal of this thesis was to study of development and numerical solution of phase-
field based tumor growth models using isogeometric analysis for the implementation of
the models consisting of a system of fourth-order partial differential equations, with good
results in 2D and 3D. The use of C1 continuous basis functions allowed the direct use of a
primal formulation of the equations. In terms of biological significance, the two models
studied, the mechanical and the phenomenological, addresses two main aspects of the
in vivo tumor development, namely, the influence of stress fields on the tumor growth
(since growth is constrained by the surrounding ECM), and the interaction between the
tissue and cellular scales within the process of angiogenesis, marking the transition from
avascular to vascular phases, respectively.

Numerical experiments have shown that our implementation of the phenomenological
model is capable of representing the growth of tumors in the avascular phase and the
recruitment of a capillary network to trigger the vascular phase. We observed that the
behavior of the constituents of the fluid, nutrient and TAF, and their interaction with
the tumor and the vessel, can be improved. The control of tumor layers, carried out
according to the concentration of nutrients, caused unexpected results. As revealed by
suppressing angiogenesis in the model, tumors far from the vessel disappear over time. On
the other hand, tumors close to the vessel lose the necrotic nucleus with the arrival of
nutrients. The inclusion of the conductivity tensor gave the model the capacity of a more
realistic formation of the capillary network. In addition, we also observed that, the model
may represent the branching of new vessels in the newly created capillary network. The
geometric shapes of the pre-existing vessels, as well as the dimension of the domain, did
not interfere in the dynamics of the model, but the distance from the tumor to the vessel
is fundamental in the behavior of tumor growth.

The placement of the tumor and the vessel at a distance of less than 120µm and the
inhibition of angiogenesis, provided the growth of the tumor towards the vessel, generating
a behavior similar to the tumoral cord. The evolution of the system towards a steady
state, forming a layer with constant thickness throughout the entire vessel, indicates that
the model can describe one of the characteristics of the tumor cord. The distribution of
nutrients in the internal part of the tumor, with a decreasing level when moving away
from the vessel, are also in accordance with the characteristics of the tumor cord. The
necrotic layer, which usually covers the tumor cord, was not observed in the experiments.
The lack of an external necrotic layer can be corrected with a small change in the levels of
nutrients required for the characterization of the layers.
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We consider that the implemented phenomenological model was successful in sim-
ulating various events in the tumor environment, but we suggest some changes. The
main change is the inclusion of a controller for the size of the necrotic zone, with the
option of preventing its total disappearance. This control will be very useful, especially
in modeling the tumor cord. The second suggestion would be to include a controller for
the radius of the tip cells, giving the option to decrease their radius after the capillary
comes into contact with the tumor. This control can help to simulate the pressure exerted
by the tumor tissue in the internal vessels. The scales of time and space, as well as some
parameters of speed and diffusion, must be calibrated according to the implementation
proposed.

With respect to the implementation, the structure of PetIGA, an isogeometric analysis
framework based on PETSc, facilitated the implementation of the phenomenological model,
as the PETSc library provides the whole necessary stack beginning with distributed vector
and sparse matrix data structures, preconditioners, linear solvers (direct and iterative),
non-linear solvers, and time integration methods with adaptive time step control. The
library has several function pointers that the user can intervene and add functionality.
Using the TSSetPreStep function, the discrete part was inserted between the time steps
by calling the agent-based model, that was implemented in C/C++ languages and using
STL data structures, achieving good interaction with the continuous part of the model.

The mechanical model for tumor growth, presented in Chapter 5, is based on
(Oden et al., 2010) and Faghihi et al. (2018). Using a generalized mixture theory, each
constituent phase of the model were marked by a (scalar) concentration function with
smooth but steep transitions, the so called phase-fields. As usual in the Continuum
Mechanics framework, the energy balance, the second law of thermodynamics, and the
novel microforce balance, were used in the formulation of the main constitutive equations,
guaranteeing a thermodynamically consistent model, that consists of two mass balance
equations, of the Cahn-Hilliard type, two force balance equations and a transport equation
for the deformation gradient, this last one introduced to accommodate the Lagragian part
of the model in an Eulerian description. With appropriate initial and boundary conditions,
we believe that this model, in addition to describing tumor growth, can collaborate with
the study of the influence of stress on the growth of solid tumors. The inhibition of tumor
growth, imposed by the resistance of the host tissue, will be also the focus of studies with
this model.

Our next steps are: the implementation of the mechanical model of four species,
inclusion of mechanical forces in the phenomenological model and the calibration of
the models using clinical data. For the phenomenological model, we intent to develop
the incorporation of the movement of the tip cells in the continuous system. Also, we
believe that, the decrease in the radius of the tip cell and the thickness of the capillaries



Chapter 7. Concluding remarks 117

in the intra-tumor regions, in order to simulate the strangulation and collapse of the
vessels, caused by the stress generated by growth can make the simulation more realistic.
Furthermore, study on the penetration of drugs in solid tumors, analyzing the behavior of
the tumor cord when the vessel in which it is supported receives some type of medication
is another consideration to be taken into account.
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A - APPENDIX TO CHAPTER 5

A.1 The Cauchy Tensor

Proposition 3. Given the Neo-Hookean strain energy function

W “
GT

2 pĪ
S
C ´ 3q ` KT

2 pJST ´ 1q2 (A.1)

the Cauchy tensor to the solid constituents will be
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Demonstration: Taking the derivatives of JST and ĪSC in relation to FS
T we will have
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The derivatives of W in relation to FS
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Substituting (A.14) at (5.59) we get the result
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A.2 The derivative of Ψels
T with respect to φT

Demonstration of (5.74).
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Demonstration:
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A.3 Relationship between material derivatives of v and vα
Demonstration of (2.48).

ρ
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ÿ
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Demonstration:

Given the relation
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using mass concentration (2.29) we can rewrite
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whose derivative is given by
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multiplying equality for ρ
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from (2.36) and (2.45) we have
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that demonstrate the result.
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A.4 New relationship between material derivatives of v and vα
Demonstration of (2.49).

ρ
dv
dt
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ÿ

„
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Demonstration: The relation (2.48) can be rewritten by substituting vα for
uα ` v in the last two terms of the second member, obtaining

ρ
dv
dt
“
ÿ

„

ραφα
dαvα
dt

´∇ ¨ pραφαpuα ` vq b uαq ` puα ` vq pSα ´∇ ¨ Jαq


“
ÿ

„

ραφα
dαvα
dt

´∇ ¨ pραφαuα b uαq ` uα pSα ´∇ ¨ Jαq


´
ÿ

r∇ ¨ pραφαvb uαqs ` v
ÿ

pSα ´∇ ¨ Jαq (A.27)

applying the product rule in the second sum we have
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using (A.29) and (2.42) in (A.27) we have the result
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B - APPENDIX TO CHAPTER 6

B.1 Bidimensional configuration with two closer vessels

In this experiment a circular tumor of 200µm radius is placed in the center of a
1000µm side square domain, discretized by a mesh with 256 C1 quadratic elements in each
direction. At the top of the domain there is a straight vessel at a distance of 200µm from
the tumor and at the bottom there is another at a distance of 237µm from the tumor, as
shown in Fig. B.1(a).

Initially, the tumor consumes the nutrients around it, growing uniformly until its
radius reaches 210.6µm. Growth occurs during t “ 14.95h, increasing the area of the
tumor region from 12.6ˆ104µm2 to 13.9ˆ104µm2. After this period, with the reduction in
the supply of nutrients, the tumor region decreases in size, returning to its initial size after
27.88 hours of simulation. At that time, two capillaries already feed the tumor, yet their
total area continues to decrease. The tumor reaches its minimum area of 11.7ˆ 104µm2

after 36.59 hours of simulation.

The first tip cell is activated in the upper vessel after 9.13 hours of simulation. Two
other cells are activated in the upper vessel before the first cell is activated in the lower
vessel, after 9.72 hours. The time taken for the first capillary born in the upper vessel
to reach the tumor was t “ 26.83 hours, while the capillary from the lower vessel spent
t “ 34.46 hours. In Fig. B.1(b) we can see capillaries feeding the tumor and new capillaries
growing in their direction.

(a) Initial configuration of the vessel and tu-
mor.

(b) Capillaries feeding the tumor, t “

36.59h.

Figure B.1 – The formation of the new capillary network.
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The final behavior of the nutrient and the angiogenic factor are shown in Figs.B.2(a)
and B.2(b).

(a) Final configuration of σ. (b) Final configuration of f .

Figure B.2 – Nutrient and angiogenic factor in the final configuration, t “ 36.59h.
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