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## ABSTRACT

Most data analyses assume a cosmological model and, although these methods work well, it is important to verify their consistencies in a model-independent way. This discussion between model dependent and independent analyses has been intensified over the last years, with the increasing tension between the parameters deduced from early and late universe observable. The strongest tension in cosmology today regards the determination of the Hubble constant, the present-day expansion rate of the universe [1, 2, 3]. Determinations from the cosmic microwave background and Cepheids-calibrated supernovae Ia show a disagreement at about 4 sigma level. It is then important to measure the cosmic expansion through alternative techniques such as galaxy clustering. As predicted by the $\Lambda$ CDM model, it must exist a preferable scale imprinted in the distribution of galaxies (called Sound Horizon). These Baryonic Acoustic Oscillations (BAO) can be measured by the spatial correlation function, but that assumes a cosmological model to calculate the distances between the galaxies. An alternative is to measure the angular correlation function without assuming a cosmological model, as pioneered by $[4,5,6]$ which analyzed the data from Sloan Digital Sky Survey (SDSS) collaboration. The results from the angular correlation function analysis showed tension with respect to the one from the spatial correlation function.

Here, we analyze the final data releases from the BOSS and eBOSS surveys in order to investigate this tension. While we use an approach similar to [6], we improve on the methodology and develop a new analysis pipeline so as to provide an independent analysis. We confirm, in part, the tension between the angular and spatial correlation function analyses. Finally, we use the measurements of the BAO scale in order to constrain the standard model parameters.

Keywords: BAO, Cosmology, SDSS, BOSS, eBOSS.

## RESUMO

A maioria das análises de dados assume um modelo cosmológico e, embora esses métodos funcionem bem, é importante verificar suas consistências de forma independente da cosmologia. Essa discussão entre análises dependentes e independentes de modelos tem se intensificado nos últimos anos, com a crescente tensão entre os parâmetros deduzidos do universo observável inicial e tardio. A tensão mais forte na cosmologia hoje diz respeito à determinação da constante de Hubble, a taxa de expansão atual do universo [1, 2, 3]. Os resultados a partir da radiação cósmica de micro-ondas e das supernovas Ia, calibradas pelas Cefeidas, mostram uma discordância da odem de 4 sigma. Então, é importante medir a expansão cósmica por meio de técnicas alternativas, como o agrupamento de galáxias. Conforme previsto pelo modelo $\Lambda$ CDM, deve existir uma escala preferencial impressa na distribuição das galáxias (chamada Sound Horizon). Essas Oscilações Acústicas Bariônicas (BAO) podem ser medidas pela função de correlação espacial, porém isso assume um modelo cosmológico para calcular as distâncias entre as galáxias. Uma alternativa é medir a função de correlação angular sem assumir um modelo cosmológico, como feito por $[4,5,6]$ que analisou os dados da colaboração do Sloan Digital Sky Survey (SDSS). Os resultados da análise da função de correlação angular mostraram tensão em relação à da função de correlação espacial.

Aqui, analisamos os dados finais das observações do BOSS e eBOSS para investigar essa tensão. Embora usemos uma abordagem semelhante a [6], melhoramos a metodologia e desenvolvemos um novo pipeline de análise para fornecer uma análise independente. Confirmamos, em parte, a tensão entre as análises das funções de correlação angular e espacial. Finalmente, usamos as medidas da escala BAO para restringir os parâmetros do modelo padrão.
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## INTRODUCTION

The advance of observational astronomy has allowed the verification of predictions made by General Relativity (GR), our modern theory of gravity [15, 16]. As consequence, General Relativity provides the essential ideas about the spacetime that are necessary to explain the wealth of astronomic observations that have been collected over the last ninety years, in particular the accelerated expansion of the universe. General Relativity is the basis of the phenomenological successful Standard Cosmological Model, called $\Lambda$ CDM [1]. However, during the past few years, this model has shown problems such as the disagreement between early and late universe constraints on the expansion rate of the universe today, the Hubble constant [3]. In cosmology, the growth of structures is studied by considering the evolution of the perturbations on the metric and of the energy-momentum of the components of the universe. One of the predictions is that in the universe after decoupling, ordinary matter started to form structures from a distribution that favored a specific spatial scale, called Sound Horizon $\left(r_{s}\right)$. This scale imprints a characteristic signature, the Baryonic Acoustic Oscillations (BAO), over the distribution of galaxies (even today) and it can be observed statistically. This standard ruler can be used to probe the cosmic expansion. This promising observable has been used as another approach to investigate the origin of these tensions and to verify if new physics could solve the disagreement between the early and late universe $[6,5,4,11,17,18]$. This work aims at measuring the BAO scale from the latest data releases from the BOSS and eBOSS galaxy surveys. Our goal is to provide updated constraints on the angular scale of the sound horizon as a function of redshift.

This work is divided into chapters. Chapter 1 introduces the basis of General Relativity, as well as the most successful cosmological model, $\Lambda$ CDM. In Chapter 2, we will discuss in more depth the theoretical results of $\Lambda$ CDM, especially about the early universe, when the ordinary matter was coupled with photons. It is shown how the idea of the existence of a preferable scale in the formation of galaxies arises from the theory. In Chapter 3 we present our methodology, introducing the method to estimate the angular correlation of galaxies from catalogs without assuming a cosmological model, besides the bias that this method could have and how to deal with it. Chapter 4 presents our preliminary results of data analysis, and in the final Chapter 5 we give our conclusions, summarizing the main results, their implications and plans for future work.

## 1 THEORETICAL OVERVIEW

There are many cosmological models of modified gravity (modification of some assumptions on GR) trying to describe the enormous quantity of data available currently. However, the most successful model is based on GR and it is called the Standard Model of Cosmology. This chapter will review the theory of GR (which is fundamental for modern cosmology), experimental results, and limitations of the Standard Model of cosmology. Before an overview of GR, it is necessary to do a brief introduction about its roots, the Special Relativity.

### 1.1 Special Relativity

Special Relativity (SR) introduces the idea about space and time be part of the same entity, which is called spacetime, a four-dimensional space which dimensions are one of time and three of space. With this theory, it was found out that space and time are not absolute, as in Newton's theory, but they relate to each other. The spacetime, in special relativity, is called Minkowski space and it has a tool to measure distances between points, the metric tensor. A general distance between two points in this space is written as

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{1.1}
\end{equation*}
$$

where $d x^{\mu}$ represents the component $\mu$ of a is differential vector and repeated indexes means sum. The metric of Minkowski is defined as

$$
g_{\mu \nu}=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0  \tag{1.2}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Special relativity works with the principle that all inertial observers are equivalent. This means, that all physics that occurs in one frame need happens in another frame with the same relations of causality. The transformation that links from an inertial frame to another is (it says that one has constant relative velocity $\beta c$ in the x direction)

$$
\Lambda_{\nu}^{\mu}=\left(\begin{array}{cccc}
\gamma & -\gamma \beta & 0 & 0  \tag{1.3}\\
-\gamma \beta & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

where $\gamma=\frac{1}{\sqrt{1-\beta^{2}}}$. This tensor is called Lorentz transformation.
It is important to note that $d s^{2}$ is invariant about Lorentz transformations. Any vector in the spacetime (four-vector) can build an invariant by Lorentz transformations, just contracting it with the metric tensor like in (1.1). This establishes a useful way to interchange between the inertial frames. The geometric structure of special relativity is called flat, as it can be observed by looking for metric. The evident extension of the theory is to consider some geometric structure where $g_{\mu \nu}$ is a more general tensor field.

### 1.2 Theory of General Relativity

As we have said, the laws of physics do not change under inertial frames (no accelerated frames, that is, no inertial force is observed). With this definition, one fact in classical mechanics calls attention, the equality between inertial mass and gravitational charge. Note, as these two properties are equals, then the free fall of different masses is the same, and then a free-falling observer must not detect any inertial forces on their around. The conclusion is that, at least for a region of the spacetime small enough, the laws of mechanics in the free-falling observers work as it is an inertial frame. We can go further and say that this is valued not just for mechanics but for all physics laws. That equivalence between free-falling frames and inertial frames (on which special relativity laws work) makes Einstein ask himself about the nature of gravity. Assuming that this equivalence is true, as a principle, then the status of force does not make sense to gravity anymore, it needs to be another phenomenon that is not a classical force as described by Newton's theory. From this principle, together with the similarities between the equations about motion in a general frame to equations of Riemann Geometry, arise the concept that the spacetime can be curved, and this phenomenon is observed as being gravitational effects.

### 1.2.1 Curved Spacetime

Considering a curved spacetime, then an inertial frame can follow a nonstraight trajectory on it. This modification over the trajectory of test particles is associated with gravity, which influences all them in the same way (equivalence between inertial mass and charge mass). In other words, the curvature of spacetime produces the effect that we observe as gravity.

All General Relativity is based on one important principle, the Equivalence Principle. It says that in small enough regions of spacetime, the laws of physics reduce to those of special relativity. [19]. Assuming this principle, then at each point of the spacetime there is a tangent space that is flat. In this tangent space, special relativity works and it is the first approximation in that region of curved spacetime. The gravity is noted when we look for the neighborhood of two points in spacetime, with two different tangent spaces (two different inertial frames in curved spacetime). For example, to describe the trajectory of a particle in curved spacetime it is necessary to know how the tensors in each tangent space, which the trajectory passes through, change. In other words, it is necessary to know how to connect vectors defined in different points in curved spacetime. This role is done by a geometrical object called Connection, in GR it is known as Christoffel Symbols, given by

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\lambda \sigma}\left(\partial_{\mu} g_{\nu \sigma}+\partial_{\nu} g_{\sigma \mu}-\partial_{\sigma} g_{\mu \nu}\right) \tag{1.4}
\end{equation*}
$$

This connection between tangent spaces allows us to define the derivative of vectors over the curved spacetime, called Covariant Derivative of a vector $V^{\nu}$

$$
\begin{equation*}
\nabla_{\mu} V^{\nu}=\partial_{\mu} V^{\nu}+\Gamma_{\mu \sigma}^{\nu} V^{\sigma} \tag{1.5}
\end{equation*}
$$

The covariant derivative measure the instantaneous change of a tensor in comparison to what the tensor would be if it were transported along the spacetime keeping it constant. This idea of transport tensors keeping their constants is called Parallel Transport. Then, if there is a path parametrized by $x^{\mu}(\lambda)$, the change along this path of a tensor, for example, $V^{\mu}$, is

$$
\begin{equation*}
\frac{D}{d \lambda} V^{\mu}=\frac{d x^{\nu}}{d \lambda} \nabla_{\nu} V^{\mu} \tag{1.6}
\end{equation*}
$$

By definition, the tensor is Parallel transported if the covariant derivative along this path is null. Then, the path thought what the tensor can run without change satisfies the equation

$$
\begin{equation*}
\frac{d V^{\mu}}{d \lambda}+\Gamma_{\sigma \rho}^{\mu} \frac{d x^{\sigma}}{d \lambda} V^{\rho}=0 \tag{1.7}
\end{equation*}
$$

This definition is important when considering that this tensor transported can be a vector proportional to the tangent vector to the path $x^{\mu}(\lambda)$, that is the vector $\frac{d x^{\mu}}{d \lambda}$. The equation (1.7) gives

$$
\begin{equation*}
\frac{d^{2} x^{\mu}}{d \lambda^{2}}+\Gamma_{\sigma \rho}^{\mu} \frac{d x^{\sigma}}{d \lambda} \frac{d x^{\rho}}{d \lambda}=0 \tag{1.8}
\end{equation*}
$$

which is known as Geodesic Equation. This describes the trajectory of particles in spacetime, in particular if all components of connection is null $\left(\Gamma_{\sigma \rho}^{\mu}=0\right)$ then it set trajectory as $\frac{d^{2} x^{\mu}}{d \lambda^{2}}=0$.

In GR the metric is said compatible, which means that its covariant derivative is always null, consequently the metric is always parallel transported. The process of parallel transport allows us to investigate the curvature of the surface. In a flat space, a vector that is parallel transported by a loop path will not change. If this process changes the tensor transported, this means that exists some curvature in the region enclosed by the loop. In a curved spacetime, if a vector (or tensor in general) is parallel transported from point A to B by different paths, then the resulting vector (or tensor) will not be the same. the operator that calculates this displacement in the transported vector by two paths (in an infinitesimal distance) is

$$
\begin{equation*}
\left[\nabla_{\mu}, \nabla_{\nu}\right] V^{\rho}=\nabla_{\mu}, \nabla_{\nu} V^{\rho}-\nabla_{\nu}, \nabla_{\mu} V^{\rho}=R_{\sigma \mu \nu}^{\rho} V^{\sigma}-T_{\mu \nu}^{\lambda} \nabla_{\lambda} V^{\rho} \tag{1.9}
\end{equation*}
$$

Then, the tensors $R_{\sigma \mu \nu}^{\rho}$ and $T_{\mu \nu}^{\lambda}$ are the source of the displacement and hence a source of curvature. The first tensor is called Riemann Tensor and the second is the Torsion Tensor. In GR the Torsion tensor is null because the Christoffel Symbols are symmetric about the last two indices (compatible metric). Then, the tensor that carries the curvature feature is the Riemann Tensor, which is related to the second derivative of the metric

$$
\begin{equation*}
R_{\sigma \mu \nu}^{\rho}=\partial_{\mu} \Gamma_{\nu \sigma}^{\rho}-\partial_{\nu} \Gamma_{\mu \sigma}^{\rho}+\Gamma_{\mu \lambda}^{\rho} \Gamma_{\nu \sigma}^{\lambda}-\Gamma_{\nu \lambda}^{\rho} \Gamma_{\mu \sigma}^{\lambda} \tag{1.10}
\end{equation*}
$$

It is also useful to define the Ricci Tensor as the contraction of Riemann Tensor

$$
\begin{equation*}
R_{\mu \nu}=R_{\mu \lambda \nu}^{\lambda} \tag{1.11}
\end{equation*}
$$

and a scalar built from it

$$
\begin{equation*}
R=R^{\mu}{ }_{\mu} \tag{1.12}
\end{equation*}
$$

called as Ricci scalar.

Another important feature of GR is about General Covariance of equations [19]. The geometry of the GR is building over the concept of manifolds (hyperspaces over what we define tensor fields) to describe the spacetime where tensors live in. This description naturally leads to writing tensor equations that are covariant about some kind of transformations (means that the equations remain their form in any coordinate system). This property of theory says that it is invariant about diffeomorphism (coordinate transformations)

### 1.2.2 Gravitation

One of the most fundamentals ways to build a mechanic theory is using Lagrangian formalism. The Lagrangian is a scalar function that can depend on generalized coordinates and their derivatives. In General Relativity, the metric field carries information about geometry, which rules the dynamics of the system. From classical theory fields, we inserts the dependency of metric on the Lagrangian. it's necessary to explore the possibles scalars that can be built by the contractions of metric and its derivatives. One important property of metric tensors is useful now. It allows us to rewrite any product of metric tensor and its derivatives until second order in terms of Riemann tensor [19]. This means that any tried of form scalars from the metric will yields in the Ricci scalar (contraction of Riemann tensor). The most simple action to the GR, following these principles know as Einstein-Hilbert Action

$$
\begin{equation*}
S_{H}=\int \sqrt{-g} R d^{4} x \tag{1.13}
\end{equation*}
$$

Where $g$ is the determinant of metric, correcting the volume element in curved spacetime. Including the second term in the total action, says $S_{M}$, represents the action of the energy and matter (what is the source and influenced by curvature) present in the spacetime. Then, the total action looks like

$$
\begin{equation*}
S=\frac{1}{16 \pi G} S_{H}+S_{M}\left[g_{\mu \nu}, \psi\right] \tag{1.14}
\end{equation*}
$$

Following the principle of least action (note that matter action depends on metric and a generic matter field $\psi$ ).

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu \nu}}=\frac{1}{16 \pi G}\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}\right)+\frac{1}{\sqrt{-g}} \frac{\delta S_{M}}{\delta g^{\mu \nu}}=0 \tag{1.15}
\end{equation*}
$$

rewrite the last term as $-\frac{1}{2} T_{\mu \nu}$, and defining this as Energy-Momentum Tensor of matter, then the fundamental tensor equation of GR is

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{1.16}
\end{equation*}
$$

This is called Einstein's Field Equations. Each component of the tensorial equation relates the geometry (metric and its derivatives) with the matter (source of energy and momentum). The fact the matter can create curvature and be influenced by it is captured by the nonlinear feature of this system of differential equations (there are products of metric and its derivatives, further this is coupled with energy-momentum tensor).

### 1.3 Background of Cosmology

To study the whole universe as a unique system, it is necessary to assume some theory of gravitation. In this section, we will discuss some observations that are used as bases for creating the cosmological models that try to describe the universe (here we will assume the General Relativity as gravitation theory, that is, it is not considered modifications of Einstein's Field Equations)

### 1.3.1 Cosmological Principles

One assumption of the standard model is called Cosmological Principle. it says that, in large enough scales, the universe is isotropic and homogeneous [20] [21]. this means that the features of the universe, variables, and parameters that describe its evolution, appear the same looking from anywhere of the universe (which is an extension of the Copernicus principle [22] ).

Isotropy means that the features of the universe are the same looking for any direction, a example of this is the Cosmic Microwave Background (CMB), which has the temperature measured approximately the same in any direction, at small scales. Homogeneity comes from the idea that our spot on the spacetime is not in a privileged place in the universe, for instance, the measure of energy density here must be the same in another place (it is important to highlight that to assume isotropy in any point then the homogeneity already is satisfied). It is important to note that it assumes some scale large enough where this is true, in small scales this is not true (just think about our solar system or our own galaxy). When it is said "same features of the universe", it is not exactly the same, but realizations from the same statistics behave. This means that observations in different locations will not necessarily equal, just a particular outcome from the same statistics. That idea is very important to understand and interpret data, which can be collected from several places in the universe, and make statistics with these realizations (assuming each of them an independent sample).

### 1.3.2 Expansion of the Universe

Until the beginning of the development of General Relativity, most popular cosmological models described a static universe. A static universe do not deal with divergences as a contracting universe could arise (energy density increase as universe contract). The universe would be in equilibrium inserting a constant in the Einstein's Equations to create a repulsive interaction against the attraction of matter in the universe (without this the gravitation just will cause a collapse at all, since the solution would be non static). That constant, defined by Einstein, was called Cosmological Constant, and the Lagrangian is modified like

$$
\begin{equation*}
S=S_{M}\left[g_{\mu \nu}, \psi\right]+\frac{1}{16 \pi G} \int d^{4} x \sqrt{-g}(R-2 \Lambda) \tag{1.17}
\end{equation*}
$$

This Action establishes the following Field Equations

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{1.18}
\end{equation*}
$$

with $\Lambda$ being a constant. However, the universe is not static, and the first evidence comes from Hubble's observations in 1929 [23], when the majority of extra-galactic nebulae (as he called galaxies around the Milky Way) going away from us was observed. Assuming the cosmological principles, this behavior must be the same looking from all observers in the universe (large scales), this might mean, the universe is expanding. This analysis introduces Hubble's parameter (locally there are a linear relation between the velocity and distance of galaxies, see Fig. 1) which is one of the parameters that rule the expansion of the universe and has been the aim of much current research [1][2]. Despite the $\Lambda$ have been introduced in the equations to explain the static universe, its repulsive property can create a universe in expansion as observed. This new term in the equations can be seen as part of the left side equation (geometry aspect of the universe) or the right side of the equation (energy density). For example, this constant can be interpreted by the Quantum Field Theory as the energy density of quantum vacuum (which is not really empty), once the energy density from the vacuum is proportional to the metric, at FLRW spacetime. However, the theoretical predictions and the measurement is in a large mismatch [24].


Figure 1 - On the top, there is a Hubble diagram of distance versus velocity for secondary distance indicators calibrated by Cepheids. On the bottom, the value of H0 like a function of distance [7].

To define the background metric it is necessary to obtain all field equations. This spacetime needs to satisfy the conditions of the cosmological principle and expanding universe. Because of this, we can divide the spacetime into $S=T \times \Sigma$, where $T$ is a one-dimensional space representing the time and $\Sigma$ is the expanding 3 -dimensional space. Writing the spatial metric as $\gamma_{i j}$ this means

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t) \gamma_{i j}(u) d u^{i} d u^{j} \tag{1.19}
\end{equation*}
$$

where was used the frame where $d u^{i}$ represents the spatial axes and the metric is free from cross terms between time and space (for example $d t d u^{i}$ ). Note that we are using here the notation $c=1$ for the speed of light at vacuum. A fundamental introduction is the function of time, $a(t)$, in the spatial part, which allows the scale of spatial axes to change with time (a spatial grid change with expansion or contraction of the universe). This frame is called Comoving Observer. In this frame, the comoving distances do not
change by expansion or contraction of the universe. For example, galaxies move away from each other due to the expansion of the universe but at the same time, the spatial axes expand as well. As the spatial space has symmetries on translations and rotations (homogeneous and isotropic) this means that it is a Maximally Symmetric Space [19], then

$$
\begin{array}{r}
R_{i j k l}=k\left(\gamma_{i k} \gamma_{j l}-\gamma_{i l} \gamma_{j k}\right) \\
R_{i j}=2 k \gamma_{i j} \tag{1.20}
\end{array}
$$

where $k=\frac{R}{n(n-1)}$ (for n equals to spatial dimension). Rewriting the metric in spherical coordinates it becomes

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t)\left(\frac{d r^{2}}{1-k r^{2}}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right) \tag{1.21}
\end{equation*}
$$

In this metric the function dimensionless $a(t)$ is called scale factor and can be assumed different spatial geometries for each value of the constant $k$, called Spatial Curvature Constant. It can be positive, null and negative, which mean a universe spatially closed (Spherical), flat (Euclidean) or open (Hyperbolic), respectively. Finally, this metric is called as Friedmann-Lemaitre-Robertson-Walker (FLRW) metric.

### 1.3.3 Cosmological Distances

Once obtained the metric of the spacetime we can calculate distances. Thinking about a far galaxy that emits light in our direction, we can use that to calculate the distance. As the light has the property $d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=0$, we can say that a radial path satisfy

$$
\begin{equation*}
\frac{d t}{a}= \pm \frac{d r}{\sqrt{1-k r^{2}}} \tag{1.22}
\end{equation*}
$$

where each signal represents the past or future light cone, as we are considering the light incoming (emitted by a far galaxy) we consider the minus signal. The left side of the equation is a function of time, while the right side is a function of radius $r$ (they are independent variables). This means that expression does not change, so

$$
\begin{equation*}
\frac{d t_{0}}{a\left(t_{0}\right)}=\frac{d t_{g}}{a\left(t_{g}\right)} \tag{1.23}
\end{equation*}
$$

where we relate the interval of time (and the factor scale) of our frame with the frame centered in the observed galaxy. The interval of time can be the period of the light emitted, which is related to its frequency, energy ( $E=h \nu$ ), and length wave. then

$$
\begin{equation*}
\frac{a\left(t_{g}\right)}{a\left(t_{0}\right)}=\frac{\nu_{0}}{\nu_{g}}=\frac{\lambda_{g}}{\lambda_{0}}=\frac{\lambda_{g}}{\lambda_{g}+\Delta \lambda} \tag{1.24}
\end{equation*}
$$

where $\Delta \lambda$ indicates the variation that the length suffers a long of its path because of the dynamics of the universe (in that case because of expansion). Then, defining the redshift as $z=\frac{\Delta \lambda}{\lambda_{g}}$ we can use it to parametrize the expansion of the universe

$$
\begin{equation*}
a(z)=\frac{a_{0}}{1+z} \tag{1.25}
\end{equation*}
$$

where $a_{0}$ indicates the current scale factor and $a$ the scale factor of an instant before. An important definition of distance is called Comoving Distance. It is defined as

$$
\begin{equation*}
\chi_{r}=\int_{0}^{r} \frac{d r^{\prime}}{\sqrt{1-k r^{\prime 2}}}=\int_{t_{0}}^{t} \frac{d t^{\prime}}{a\left(t^{\prime}\right)} \tag{1.26}
\end{equation*}
$$

this is the radial distance in comoving coordinates, and not depends of the time. The physical distance (also called Proper Distance) is defined by

$$
\begin{equation*}
D(t, r)=a(t) \chi_{r} \tag{1.27}
\end{equation*}
$$

If we calculate the comoving distance since from beginning of the universe (denoted by $t_{0}=0$ ) we define the Conformal Time

$$
\begin{equation*}
\eta=\int_{0}^{t} \frac{d t^{\prime}}{a\left(t^{\prime}\right)} \tag{1.28}
\end{equation*}
$$

This distance (remember we are using $c=1$ ) is particularly important to study the causal relations in the universe, as the $\eta(t)$ is the maximal distance that the photon could run from the beginning of the universe until the time $t$. Then regions separated by distances larger than $\eta$ never would have communicated with each other. Because of that, $\eta$ is also called Comoving Horizon. The equation (1.26) has different solutions for different values of $K$. if we define the function

$$
S_{k}(x)= \begin{cases}\sinh (x), & k<0  \tag{1.29}\\ x, & k=0 \\ \sin (x) & k>0\end{cases}
$$

we can write the radius coordinate as

$$
\begin{equation*}
r=\frac{1}{H_{0} a_{0} \sqrt{\left|\Omega_{k}\right|}} S_{k}\left(H_{0} a_{0} \sqrt{\left|\Omega_{k}\right|} \chi\right)=\frac{1}{H_{0} a_{0} \sqrt{\left|\Omega_{k}\right|}} S_{k}\left(\sqrt{\left|\Omega_{k}\right|} \int_{0}^{z} \frac{d z^{\prime}}{E\left(z^{\prime}\right)}\right) \tag{1.30}
\end{equation*}
$$

where we use the left side of equation (1.22) and define the Hubble parameter $H(t)=\frac{\dot{a}}{a}$, the curvature density parameter $\Omega_{k 0}=-k /\left(H_{0} a_{0}\right)^{2}$ (it will be explained later) and the function $E(z)=\frac{H(z)}{H_{0}}$. Based on these definitions, in the observations it more useful to use definitions related directly to variables that we can measure, like luminosity and angles.

## - Luminosity Distance

In flat spacetime, we can say that the luminosity of a known source decays with physical distance squared. This is not necessarily true for a general curved spacetime. In that way, we define an effective distance such that this inverse squared law remains valid, that is

$$
\begin{equation*}
F=\frac{L_{s}}{4 \pi D_{L}^{2}} \tag{1.31}
\end{equation*}
$$

where $F$ is the flux of energy observed and the $L_{s}$ is the absolute luminosity of the source. Then, considering the expansion of the universe that changes the energy of the photons can be shown that the effective distance is defined by

$$
\begin{equation*}
D_{L}=\frac{(1+z)}{H_{0} a_{0} \sqrt{\left|\Omega_{k}\right|}} S_{k}\left(\sqrt{\left|\Omega_{k}\right|} \int_{0}^{z} \frac{d z^{\prime}}{E\left(z^{\prime}\right)}\right) \tag{1.32}
\end{equation*}
$$

## - Diameter Angular Distance

The Diameter Angular distance, as the name suggests, is related to the apparent angular opening associated with the physical size of the target. Then, the definition is straightforward

$$
\begin{equation*}
D_{A}=\frac{x}{\delta \theta} \tag{1.33}
\end{equation*}
$$

where $x$ is the physical size of the object observed and $\delta \theta$ is its angular opening. Adjusting the coordinates, the distance can be written as $x=a\left(t_{1}\right) r_{1} \delta \theta$. This means that

$$
\begin{equation*}
D_{A}=\frac{(1+z)^{-1}}{H_{0} \sqrt{\left|\Omega_{k}\right|}} S_{k}\left(\sqrt{\left|\Omega_{k}\right|} \int_{0}^{z} \frac{d z^{\prime}}{E\left(z^{\prime}\right)}\right) \tag{1.34}
\end{equation*}
$$

Considering the numbers of photons is conserved and they travel through null geodesics, the distances above are related by

$$
\begin{equation*}
D_{L}=(1+z)^{2} D_{A} \tag{1.35}
\end{equation*}
$$

These definitions of distances depend of the functional form $E(z)$. This can be calculated if assume a model to describe the dynamics of the universe, that is, assume what kinds of material exist in the universe, what are the field equations (some theories propose modifications on the field equations of GR). In the next section, we will see the field equations derived from GR and it will provide a way to calculate these distances.

### 1.3.4 Friedmann Equations

Once obtained the metric allowed by a homogeneous and isotropic universe we can investigate the field equation if we know the Energy-Momentum tensor of the components that fill the universe. Assuming the cosmological principle, the components of the universe are homogeneous and isotropic and then the energy-momentum tensor is like

$$
\begin{gather*}
T_{\mu \nu}=\left[\begin{array}{cc}
-\rho g_{00} & 0 \\
0 & p g_{i j}
\end{array}\right] \\
T_{\mu \nu}=(\rho+p) U_{\mu} U_{\nu}+p g_{\mu \nu} \tag{1.36}
\end{gather*}
$$

where $U_{\mu}=(1,0,0,0)$ and $\rho(t)$ the energy density, $p(t)$ the pressure (isotropic). Then, in general, we describe it as a perfect fluid. Note that $\rho=\sum_{x} \rho_{x}$ and $p=\sum_{x} p_{x}$ such that the $x$ indicates the energy component of the universe (non-relativistic matter, radiation, dark energy). Using the maximally symmetric metric it is possible to calculate Christoffel's symbols and hence the Riemann tensors. Then, the only independent field equations from Einstein's equations (with a cosmological constant) are

$$
\begin{align*}
& \left(\frac{\dot{a}}{a}\right)^{2}=\frac{8 \pi G}{3} \rho-\frac{k}{a^{2}}+\frac{\Lambda}{3} \\
& 3 \frac{\ddot{a}}{a}=-4 \pi G(3 p+\rho)+\Lambda \tag{1.37}
\end{align*}
$$

These equations are known as Friedmann's Equations. The second equation can be combined with the first and the system can be rewritten as

$$
\begin{array}{r}
H^{2}=\frac{8 \pi G}{3} \rho-\frac{k}{a^{2}} \\
\dot{\rho}+3(\rho+p) H(t)=0 \tag{1.38}
\end{array}
$$

where $H(t)=\frac{\dot{a}}{a}$ and dot notation indicates derivative in time coordinate. This last equation also could have come from the conservation of energy-momentum tensor $\left(\nabla_{\mu} T^{\mu \nu}\right.$ $=0$ ). Note that it was defined the energy of density to the dark energy $\rho_{\Lambda}=\frac{\Lambda}{8 \pi G}$, which was included in the total energy density $\rho=\rho_{m}+\rho_{r}+\rho_{\Lambda}$ (matter, radiation and dark energy). Given an equation of state $(p \equiv p(\rho))$ then it is possible to solve the last equation in terms of factor scale. To solve analytically, we suppose the various main scenarios where the universe is full of a unique material component. The most relevant equation of state are those that can be written as $\rho_{x}=w_{x} p_{x}$, where $w_{x}$ is, in principle, a constant. This type of equation has a solution 1.38 given by

$$
\begin{equation*}
\rho_{x}=\rho_{x 0}\left(a / a_{0}\right)^{-3\left(1+w_{x}\right)} \tag{1.39}
\end{equation*}
$$

where $a_{0}$ is the scale factor of the present universe.

- Radiation ( $w_{x}=1 / 3$ ): From statistical physics, the radiation (photon's gas) owns equation of state given by $p=\frac{1}{3} \rho$ (this means that non-relativistic matter, which also has $w_{r}=1 / 3$, own the same solution). From (1.39), that $\rho_{r} \propto a^{-4}$. With this and the first one of the Friedmann's Equations (in a flat universe, $k=0$ ) the $a(t) \propto t^{1 / 2}$ and $\ddot{a} \propto t^{-3 / 2}$ (this means, a universe that expand decelerated).
- Non-relativistic Matter $\left(w_{x}=0\right)$ : From statistical physics, the non-relativistic matter (dust or dark matter) has a velocity very smaller compared by it rest energy, and so it owns equation of state given by $p=0$ (this means that non-relativistic matter, which also has $w_{m}=0$, own the same solution). From (1.39), $\rho_{m} \propto a^{-3}$ and the solution for scale factor is $a(t) \propto t^{2 / 3}$ with $\ddot{a} \propto t^{-4 / 3}$ (this means, a universe that expand decelerated).
- Dark Energy ( $w_{x}=-1$ ): As mentioned before, the dark energy can be associated with the energy of vacuum (once its contribution to energy-momentum tensor is proportional to the metric) or considered as a fluid with a strange equation of state $p=-\rho\left(w_{\Lambda}=-1\right) . \rho_{\Lambda}=$ constant and the solution for scale factor is $a(t) \propto \exp \{\sqrt{\Lambda / 3}\}$ with $\ddot{a} \propto \exp \{\sqrt{\Lambda / 3}\}$ (universe that expand accelerated, called De Sitter Universe).

Although the universe is filled with all these elements at the same time, due to their functional form, we can separate the universe into distinct ages. The radiation age is defined as the time where $\rho_{r} \gg \rho_{x}$ for all others sub-index $x$. This means that in this age, the dynamic was driven by the energy density of radiation, because of $a^{-4}$ dependency what makes it grows up, as the universe decrease $(a \rightarrow 0)$, faster than any other energy density of the universe. This first age is called the radiation-dominated Universe. In the same
way that radiation grows up faster than others when we go to the past, it also decreases faster as the universe expands (goes to the future). Then, at some time another component of the universe should drive its dynamics. So, the next age is called matter-dominated Universe (matter has density is proportional to $a^{-3}$ ). A important time of the history of the universe is the instant when this transition occurs, marked by $a_{e q}\left(\rho_{r}\left(a_{e q}\right)=\rho_{m}\left(a_{e q}\right)\right)$. Again, at some moment, the density of the matter and radiation are so small that another component starts to dominate the universe. This age is called by Dark Energy dominated universe, which is the present age of the universe (the expansion is accelerated, because of the domination of dark energy).

In experiments, just difference of energies are measured, that is, there are always a energy reference over what the measures are based. Wondering about that, it's common to define the Critical Energy Density, which is the total energy such that the universe be flat $(k=0)$. Then, from the first equation of (1.38) we define the critical energy density as $\rho_{c r}=\frac{3 H^{2}}{8 \pi G}$ (this parameter is not constant). Now, the energy density can be provided in relation to the critical density at present time, then we define

$$
\begin{equation*}
\Omega_{x}(a)=\frac{\rho_{x}}{\rho_{c r, 0}} \tag{1.40}
\end{equation*}
$$

Note that we can rewrite the curvature term in this form too, defining $\Omega_{k}=-\frac{k}{\left(H_{0} a\right)^{2}}$. With these definitions, the first equation (1.38) gives the important relation

$$
\begin{equation*}
\sum_{x} \Omega_{x}(a)=\left(\frac{H}{H_{0}}\right)^{2} \tag{1.41}
\end{equation*}
$$

This time including the curvature term in the sum. It was already shown that $\rho_{x}=\rho_{x 0}\left(a / a_{0}\right)^{-3\left(1+w_{x}\right)}$, then, it allows us to rewrite the 1.42 as

$$
\begin{equation*}
\Omega_{x}(a)=\frac{\rho_{x 0}}{\rho_{c r, 0}}\left(a / a_{0}\right)^{-3\left(1+w_{x}\right)}=\Omega_{x 0}\left(\frac{a}{a_{0}}\right)^{-3\left(1+w_{x}\right)} \tag{1.42}
\end{equation*}
$$

For the curvature term, $\Omega_{k}=\Omega_{k 0}\left(a / a_{0}\right)^{-2}$. finally the relation

$$
\begin{equation*}
E(a)^{2}=\frac{H^{2}}{H_{0}^{2}}=\Omega_{m 0}\left(a / a_{0}\right)^{-3}+\Omega_{r 0}\left(a / a_{0}\right)^{-4}+\Omega_{K 0}\left(a / a_{0}\right)^{-2}+\Omega_{\Lambda} \tag{1.43}
\end{equation*}
$$

Note that set a important constraint on normalized energy densities today, that is $\Omega_{m 0}+\Omega_{r 0}+\Omega_{K 0}+\Omega_{\Lambda}=1$. If the present normalized energy densities are known $\left(\Omega_{x 0}\right)$, then the above expression can be used in the equations (1.32) and (1.34).

### 1.3.5 CMB

One of the main discoveries that come from observing the sky is the existence of an isotropic background of radiation distributed by the universe, what is called Cosmic Microwave Background (CMB). Not just that, but its spectrum of energy is very close to the ideal black body spectrum 2. In other words, there is a relation between the temperature and the energy density of this radiation given by Stephan-Boltzmann law ( $\rho_{\gamma} \propto T_{\gamma}^{4}$ ). As the energy density decays as $\rho_{\gamma} \propto a^{-4}$ then

$$
\begin{equation*}
T_{\gamma}=T_{\gamma 0}\left(\frac{a_{0}}{a}\right) \tag{1.44}
\end{equation*}
$$

where $T_{\gamma 0}=2.728 \pm 0.004$ is the temperature of this radiation in the present instant, measured by the COsmic Background Explorer (COBE) satellite [8]. With this, is not complicated to measure the $\rho_{r 0}$ using the Bose-Einstein distribution. That isotropy suggests that the early universe was in thermal equilibrium, which established the same average temperature to regions causally disconnected today.


Figure 2 - It shows the fit of theoretical blackbody spectrum over the data measured by instruments on COBE. Here the points are hidden in the theoretical blackbody curve, all of which have uncertainties smaller than the thickness of the curve [8]

### 1.3.6 Horizon Problem

Consider a universe dominated by radiation and matter, this means that the physical comoving horizon is given by

$$
\begin{equation*}
D_{\eta}(a)=a \int_{0}^{a} \frac{d a^{\prime}}{H\left(a^{\prime}\right) a^{\prime 2}} \tag{1.45}
\end{equation*}
$$

Using the expression (1.43) we have

$$
\begin{equation*}
D_{\eta}(a)=\frac{2 a}{H_{0} a_{0} \Omega_{m 0}}\left(\sqrt{\Omega_{m 0} a+\Omega_{r 0}}-\sqrt{\Omega_{r 0}}\right) \tag{1.46}
\end{equation*}
$$

The angular diameter distance has a similar expression

$$
\begin{equation*}
D_{A}(a)=\frac{2 a}{H_{0} a_{0} \Omega_{m 0}}\left(\sqrt{\Omega_{r 0}+\Omega_{m 0}}-\sqrt{\Omega_{m 0} a+\Omega_{r 0}}\right) \tag{1.47}
\end{equation*}
$$

Recall the definition1.34, we have that two spots in the sky are in casual contact if it is separated with an angle no larger than

$$
\begin{equation*}
\theta(a)=\frac{D_{\eta}}{D_{A}} \tag{1.48}
\end{equation*}
$$

As we will see, in the early universe the photons interact with ordinary matter (electrons and protons, essentially) so much because its mean free path is smaller than the universe scale size. In other words, in this time the photons could be in thermal equilibrium. At some instant, called Recombination, its free mean path is larger than the universe's scales, and then, the photons can travel freely by the universe in expansion. Them, denoting this moment of the last scattering by the redshift $z_{l} \approx 1.1 / \times 10^{3}[1]$ and $\Omega_{r 0} \ll \Omega_{m 0}$

$$
\begin{equation*}
\theta\left(a_{l}\right) \approx 1.6^{\circ} \tag{1.49}
\end{equation*}
$$

where we use $a_{l} / a_{0}=\left(1+z_{l}\right)^{-1} \approx 10^{-3}$. Note that we ignore the Dark Energy, but this will not change so much the conclusion (besides this component starts to dominate the universe just recently). This result is clearly a problem, once scales so much larger than $1.6^{\circ}$ are observed with the same mean temperature in the sky (they were in thermal equilibrium in some way). This mismatch is called Horizon Problem

### 1.3.7 Flatness Problem

As we said, the spatial curvature of the universe is contained in the scalar constant $K$. Recent measurement shown with $68 \%$ of confidence that $\left|\Omega_{k 0}\right|=0.0007 \pm 0.0019[1]$. Looking with more attention to the equation (1.43), the solution for $K=0$ is unstable. To be clear, redefine the densities normalizing them with respect the critical density in any time $\Omega_{x} \equiv \frac{\rho_{x}}{\rho_{c r}}$, them

$$
\begin{equation*}
\left|\Omega(t)^{-1}-1\right| \rho a^{2}=\frac{3 k}{8 \pi G} \tag{1.50}
\end{equation*}
$$

now, $\Omega$ refers just to material components of the universe. Note that in radiation age $\rho a^{2} \propto t^{-1}$, and in matter age $\rho a^{2} \propto t^{-2 / 3}$. Assuming that $k$ is different from zero, to remain the right side of equation (1.50) constant the term $\left|\Omega^{-1}-1\right|$ needs to increase. Then we have that any initial deviation from $\Omega \neq 1$, o equivalent $k \neq 0$, would create a large curvature today. This fine-tuning, that is, this adjust of an initial curvature very small is called Flatness Problem. So the problem remains in asking what happens in the initial universe to this condition $(k=0)$ to keep the truth.

### 1.4 Inflation

Inflation is a theory about the very early universe, which arises from attempts to solve the Horizon and Flatness problems. In the Horizon problem, the universe is actually, isotropic and homogeneous in scales larger than we can calculate, so the experiments suggest that the comoving horizon is larger than we expect. In the flatness problem, we hope a fine-tuning of $\Omega_{k}$ to very small values, which suggests that something could happen before the radiation age decreasing the value of it so much. Note that, the solution for this problem can be reached if we assume a phase of fast expansion in the very early universe before the radiation age, as it will be shown.

## - Solution for Horizon Problem

Consider an exponential expansion of the universe

$$
\begin{equation*}
a(t)=a_{f} e^{-H_{I}\left(t_{f}-t\right)} \tag{1.51}
\end{equation*}
$$

Where $t_{f}$ denotes the time when the inflation ended and $t$ some period during that. $H_{I}$ is the Hubble constant in this period, which is constant. Using this functional form, we see that now

$$
\begin{array}{r}
D_{\eta_{I}} \approx \frac{a\left(t_{i}\right)}{a\left(t_{f}\right)} \frac{\left(e^{N}-1\right)}{H_{I}} \\
D_{A} \approx \frac{a\left(t_{i}\right)}{H_{0}} \tag{1.53}
\end{array}
$$

where $N=H_{I}\left(t_{f}-t_{i}\right)$, and $t_{i}$ denote the beginning of this phase of expansion. In order this solve the problem is necessary $D_{\eta_{I}}>D_{A}$, then as $\frac{D_{\eta_{I}}}{D_{A}} \approx \frac{H_{0}}{a_{f} H_{I}} e^{N}$

$$
\begin{equation*}
e^{N}>\frac{a_{f} H_{I}}{H_{0}} \tag{1.54}
\end{equation*}
$$

Then, exist a value N to solve this problem.

## - Solution for Flatness Problem

In the final of inflation, the value of the $\Omega_{k}$ is

$$
\begin{equation*}
\left|\Omega_{k_{f}}\right|=\frac{|k|}{a_{f}^{2} H_{I}^{2}}=\frac{|k|}{a_{i}^{2} H_{I}^{2}} e^{-2 N} \tag{1.55}
\end{equation*}
$$

then $\frac{\Omega_{k_{f}}}{\Omega_{k_{i}}}=e^{-2 N}$. this means

$$
\begin{equation*}
\left|\Omega_{k 0}\right|=\frac{|K|}{H_{0}^{2}}=\left|\Omega_{k_{i}}\right|\left(\frac{a_{f} H_{I}}{H_{0}}\right)^{2} e^{-2 N} \tag{1.56}
\end{equation*}
$$

The condition $\left|\Omega_{k 0}\right|<1$ gives

$$
\begin{equation*}
e^{N}>\frac{a_{f} H_{I}}{H_{0}} \tag{1.57}
\end{equation*}
$$

Assuming that $\left|\Omega_{k_{i}}\right|$ is of order 1 , that is, the same solution for the Horizon problem.

Then, we have seen that an exponential expansion in the very early universe can explain these problems. The great problem is to build a dynamical model that creates these kinematics features on the expansion, that is, a model that allows an exponential expansion by a finite period, and connects it with the radiation-dominated universe smoothly.

### 1.4.1 Inflaton

There are many theories of inflation that try to describe the early universe. One of the most simple is considered a single uniform scalar field in the universe, called Inflaton, which is responsible to drive the expansion in this phase. It has a very simple Lagrangian as well, just with a kinematic term and a potential $V(\phi)$

$$
\begin{equation*}
L=\frac{1}{2} g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi+V(\phi) \tag{1.58}
\end{equation*}
$$

The Energy-Momentum tensor of this scalar field is

$$
\begin{equation*}
T_{\nu}^{\mu}=g^{\mu \alpha} \partial_{\alpha} \phi \partial_{\nu} \phi-\delta_{\nu}^{\mu}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \phi \partial_{\beta} \phi+V(\phi)\right) \tag{1.59}
\end{equation*}
$$

where the prime denotes the derivative with respect to $\phi$. The Friedmann Equations for this field is

$$
\begin{align*}
H^{2} & =\frac{8 \pi G}{3}\left(\frac{1}{2} \dot{\phi}+V(\phi)\right)  \tag{1.60}\\
\frac{\ddot{a}}{a} & =-\frac{8 \pi G}{3}\left(\dot{\phi}^{2}-V(\phi)\right) \tag{1.61}
\end{align*}
$$

To describe an exponentially accelerated universe it is necessary that $H$ be approximately constant, which means

$$
\begin{equation*}
\frac{|\dot{H}|}{H^{2}}=\left|\frac{\ddot{a}}{a H^{2}}-1\right| \ll 1 \tag{1.62}
\end{equation*}
$$

using the field equations this gives the condition

$$
\begin{equation*}
V(\phi) \gg \dot{\phi}^{2} \tag{1.63}
\end{equation*}
$$

This condition is called Slow-Roll Condition. Note, from (1.59), that condition simulate the equation of state of cosmological constant $P_{\phi} \approx-\rho_{\phi} \approx-V(\phi) \approx$ constant. Then, following this strategy, this theory can describe a stage of exponential expansion that ends in a finite time, and connect to the expansion history that we already know.

### 1.4.2 Origin of Perturbations

Despite the inflation have been created to solve a set of problems, it also might have been brought the explanation for the origin of inhomogeneity in the universe, which is necessary to structure formations as we see today. Inflation is an age that connects the quantum to the classical phase of the universe (here the word "classical" means classical scales, where quantum effects are not relevant anymore). The limitations in determining, with exact precision, the energy and time in each region of the quantum scalar field have important consequences. This means that the period of inflation could be not finished at the same time to all regions of the field, and so created inhomogeneities (regions with more and less energy) propagated to classical scales at the end of the inflation. As we will see in the next chapter, these perturbations, which impact the total metric and energy-momentum of the universe, are essential to explain the large structures that we see in the universe today.

The inflation theories provide a rich discussion about the initial conditions of the universe, moreover, there are many scenarios and different models of inflation. A deeper discussion about that can be found in [25] and [26], once the inflation is out of the scope of this work.

## $1.5 \quad \Lambda \mathrm{CDM}$

As said before, many cosmological models try to explain all the observations that we have shown in the last sections. Although the existence of so many models (including those who consider modifications on Einstein's Equations), the most successful model is based on GR, including in the Field Equations the cosmological constant, describing the dynamics of the universe driven by a supposed existence of Dark Energy (DE), and Cold Dark Matter (CDM), a non-relativistic matter that interacts just by gravitation with the equation of state given by $p=0$. This model is called by $\Lambda \mathrm{CDM}$. In the last section, it was shown the FLRW metric, but just this metric does not allow us to describe the evolution of inhomogeneities, which must have produced the large structures (galaxies and agglomeration of it) that are observed. Then, the metric considered in the $\Lambda$ CDM model is like $g_{\mu \nu}=\bar{g}_{\mu \nu}+\delta g_{\mu \nu}$, where $\bar{g}_{\mu \nu}$ is the flat FLRW metric $(K=0)$ and $\delta g_{\mu \nu}$ is a fluctuation around the background (FLRW). The evolution of the universe with this metric is more explored in the next chapter 2.

### 1.5.1 Model Parameters

The $\Lambda$ CDM model has six independent parameters, from which it is possible to calculate the other cosmological parameters that appear in the model. The best values for them are given in the Table 1

| Parameter | Value $\pm$ Constraint (68\% limit) |
| :---: | :---: |
| $\Omega_{b} h^{2}$ | $0.02242 \pm 0.00014$ |
| $\Omega_{c} h^{2}$ | $0.11933 \pm 0.00091$ |
| $100 \theta$ | $1.04101 \pm 0.00029$ |
| $\tau$ | $0.0561 \pm 0.0071$ |
| $\ln \left(10^{10} A_{s}\right)$ | $3.047 \pm 0.014$ |
| $n_{s}$ | $0.9665 \pm 0.0038$ |

Table 1 - Results for six parameters of $\Lambda$ CDM model reported by the analysis of data from Planck 2018 (P18) CMB power spectrum [1]. Note, some parameters are measured in terms of $H_{0}=100 \mathrm{~h}$.
$\Omega_{c}$ and $\Omega_{b}$ are the present energy density (normalized by the critical density) for CDM and ordinary matter (often called baryons). $\theta$ is the angular scale of the sound horizon at the last scattering surface. $\tau$ is the optical depth in the epoch of reionization. $A_{s}$ and $n_{s}$ are the amplitude and tilt, respectively, of fluctuations predicted by inflation. From these parameters, it infers that the present universe is dominated by Dark Energy, with density energy about $\Omega_{\Lambda} \approx 0.6889 \pm 0.0056$, causing the accelerated expansion.

### 1.5.2 Hubble's Tension

Although the great success of the $\Lambda$ CDM model, it has showing inconsistencies between independent measurements over the last years. The main tension is about the value of $H_{0}$ measured by cosmological model-independent methods (or almost independent) and by methods that assume the $\Lambda \mathrm{CDM}$ as the base model. For instance, the recent work R20 [2] uses the calibration of the Cepheid distance ladder to infer the actual Hubble's parameter $\left(H_{0} \approx 73.22 \pm 1.82 \mathrm{Kms}^{-1} M p c^{-1}\right)$, without assuming a cosmological model. This result is clearly in a mismatch with the result from P18, which infers $H_{0} \approx 67.66 \pm 0.42$ (which assumes the $\Lambda \mathrm{CDM}$ model in general analysis). The general panorama of the situation is shown in Fig. 3. Almost one decade that this tension persists and many attempts to solve this problem emerged. There are issues about the systematic errors on ladder distance calibration used in the determination of $H_{0}$, as well as issues concerning to the use of $\Lambda \mathrm{CDM}$ in the analysis of data. However, the results of $R 20$ and $P 18$ come from a series of improvements over the years, pointing to an increase in the mismatch. Other attempts to investigate that problem involves alternative models, for example models with DE interacting [27], dynamic equation of state for DE [28] or modified gravity [29] [30] [31]. A full review of this tension can be found in the work [3].


Figure 3 - This figure [3] shows the last direct and indirect measurements of $H_{0}$ with $68 \%$ confidence level. The region with color cian defines the last value of $H_{0}$ given by SH0ES Team (R20) while the red region is the last value given by the Planck 2018 (PL18).

### 1.5.3 Growth of Structures Tension

As said before, the modern description of the universe is through a metric composed by a homogeneous and isotropic part (background) plus small perturbations. The first
order of perturbation in cosmology (which will be shown in the next chapter) is well known and to obtain more information about the evolution and formation of structures it is necessary going beyond, the nonlinear regimes (second order or larger). An important parameter is the variance of perturbation in scales where the nonlinear contributions are relevant (scales about $r=8 h^{-1} M p c$ ). This parameter measures the rate of growth of structures in the Universe and is labeled by $\sigma_{8}$. A considerable tension between the value of $\sigma_{8}$ has been revealed in the last years (see Fig. 4).


Figure 4 - The left image shows the marginalized posterior distribution in the $\sigma_{8}$ and $\Omega_{m}$. The right image the constraints on the structure growth parameter $S_{8}$ for different probe combinations over last years [9].

It is common use the parameter $S_{8} \equiv \sigma_{8} \sqrt{\Omega_{m} / 0.3}$ (there are some degeneracy between $\sigma_{8}$ and $\Omega_{m}$ ) to quantify this tension. The last results of PL18, with weak lensing measurements, is about $S_{8}=0.834 \pm 0.016$ (assuming $\Lambda \mathrm{CDM}$ model) while the combination results between BOSS and KV450 $S_{8}=0.728 \pm 0.026$ [32]. The left plot 4 of posterior distributions of $\Omega_{m}$ and $\sigma_{8}$ can show this tensions as well. This tension could arise from systematic errors, but other solutions are being investigated and showing an interesting aspect of this tension. It has been found smaller values for $\sigma_{8}$ when considering the same model solutions proposed to alleviate the $H_{0}$ tension. In other words, the consistent solutions for this tension (solutions that try to solve more than one problem) involve, for example, Interacting DE, Decaying DM [33] [34] and Modified Gravity Models.

## 2 PERTURBATIONS ON COSMOLOGY

In the last chapter, it was introduced the main experimental results of the $\Lambda C D M$ model. Here, we will see how is done the treatment of perturbation in cosmology. The cosmological principle says that the universe is homogeneous and isotropic at large scales, but if we want to understand the evolution of the universe we can not limit ourselves for that. Looking to the sky, we can see large structures like galaxies and clusters which could not be formed in a universe perfectly homogeneous and isotropic. So, wondering about that, we say that the metric of the universe is close to Friedmann-Robertson-Walker, but it is disturbed by very small perturbations (which create the inhomogeneity and anisotropy).

$$
\begin{equation*}
g_{\mu \nu}=a(\eta)^{2}\left(\eta_{\mu \nu}+h_{\mu \nu}\right) \tag{2.1}
\end{equation*}
$$

where $a(\eta)$ is the scale factor described by the conformal time and $\left|\eta_{\mu \nu}\right| \gg\left|h_{\mu \nu}\right|$, that means, the FRW metric works as a background evolution of the universe, and over that there are superpositions of some smaller functions that disturb the background metric. The goal here is to explore the evolution of the universe and its perturbations until the first order (linear order).

### 2.1 Gauge Freedom

In general relativity there is what we call general symmetry, that is, the physics laws are valid in all reference frames (connected by general coordinate transformations). As we are writing the metric in the form given by the equation (2.1), it breaks down partially this symmetry, such that there is a set of frames where that formula is allowed. These frames are connected by the transformations like

$$
\begin{equation*}
\tilde{x}^{\mu}=x^{\mu}+\xi^{\mu}(x) \tag{2.2}
\end{equation*}
$$

where $\xi^{\mu}(x)$ is a function of the spacetime that satisfy the conditions $|\partial \xi| \sim|\xi| \ll$ $\left|\eta_{\mu \nu}\right|$. Then, the frames (Gauges) that we can choose to write the metric in the form of (2.1) are connected by the vector $\xi^{\mu}(x)$. This freedom of choice to describe the metric is called Gauge Freedom.

### 2.1.1 Decomposition of Perturbations

The metric perturbations can be decomposed into three contributions, scalars, vectors, and tensors. The full metric is written as

$$
g_{\mu \nu}=a^{2}(\eta)\left[\begin{array}{cc}
-[1+2 \psi(\eta, \vec{x})] & w_{i}(\eta, \vec{x})  \tag{2.3}\\
w_{i}(\eta, \vec{x}) & \delta_{i j}[1+2 \phi(\eta, \vec{x})]+H_{i j}(\eta, \vec{x})
\end{array}\right]
$$

Actually, we can split it more and extract from this a complete set of functions (scalars, vectors, tensors) that really evolve independently at first order in the perturbations. Then we decompose the perturbations as

$$
\begin{align*}
w_{i} & =\partial_{i} w+S_{i}  \tag{2.4}\\
H_{i j} & =2\left(\partial_{i} \partial_{j}-\frac{1}{3} \delta_{i j} \nabla^{2}\right) \mu+\partial_{i} A_{j}+\partial_{j} A_{i}+H_{i j}^{T} \tag{2.5}
\end{align*}
$$

Where the perturbations $w_{i}$ and $H_{i j}$ were exchanged by two scalar functions $w, \mu$ two 3-vector functions $S_{i}, A_{i}$ (with constraint $\partial_{i} S^{i}=\partial_{i} A^{i}=0$ ) and one tensor field $H_{i j}^{T}$ (with constraint $\partial^{j} H_{i j}^{T}=0$ ). Note that the number of freedom degrees is the same, it is just a decomposition of perturbations fields.

$$
g_{\mu \nu} \begin{cases}\text { Four scalar functions } & \psi, \phi, w, \mu  \tag{2.6}\\ \text { Two divergenceless 3-vectors } & S_{i}, A_{i} \\ \text { Transverse and Traceless spatial tensor of rank } 2 & H_{i j}^{T}\end{cases}
$$

As said before, that decomposition is useful at the first order of perturbation because scalars, vectors, and tensors perturbations evolve independently, so we can separate the equations for each kind of perturbation and study their contributions to the evolution of the universe separately (more discussion about it in [35]).

The gauge freedom allows us to choose a particular gauge where the calculations can be more convenient, and connect the results with expressions that are invariant by gauge transformations. In order to do that, it is important to know how the perturbations from different gauges relate to each other. The metric changes over this gauge transformation, at first order, like

$$
\begin{equation*}
g_{\mu \nu}(x)=\frac{\partial \tilde{x}^{\alpha}}{\partial x^{\mu}} \frac{\partial \tilde{x}^{\beta}}{\partial x^{\nu}} \tilde{g}_{\alpha \beta}(\tilde{x}) \approx \tilde{g}_{\mu \nu}(x)+\partial_{\sigma} g_{\mu \nu}(x) \xi^{\sigma}+\partial_{\mu} \xi^{\sigma} g_{\sigma \nu}(x)+\partial_{\nu} \xi^{\sigma} g_{\sigma \mu}(x) \tag{2.7}
\end{equation*}
$$

Where the tilde represents another gauge coordinate. Then, with the above equation, we can know how the perturbations on the metric change over gauge transformations. For instance, the scalar perturbations transform like

$$
\begin{align*}
\tilde{\psi} & =\psi-H \alpha-\alpha^{\prime}  \tag{2.8}\\
\tilde{\phi} & =\phi-H \alpha-\frac{1}{3} \nabla^{2} \beta  \tag{2.9}\\
\tilde{w} & =w-\beta^{\prime}+\alpha  \tag{2.10}\\
\tilde{\mu} & =\mu-\beta \tag{2.11}
\end{align*}
$$

where the vector $\xi^{\mu}$ was rewritten like

$$
\begin{array}{r}
\xi^{0}=\alpha \\
\xi^{l}=\partial_{l} \beta+\omega_{l} \tag{2.13}
\end{array}
$$

with $\alpha$ and $\beta$ are scalar functions and $\omega_{l}$ a divergences vector $\left(\partial^{l} \omega_{l}=0\right)$. For vector and tensor perturbations the transformations are

$$
\begin{align*}
\tilde{S}_{i} & =S_{i}-\omega_{i}^{\prime}  \tag{2.14}\\
\tilde{A}_{i} & =A_{i}-\omega_{i}  \tag{2.15}\\
\tilde{H}_{i j}^{T} & =H_{i j}^{T} \tag{2.16}
\end{align*}
$$

From these expressions we can define invariant perturbations, that is perturbations that do not change with the gauge transformation. Two useful scalar invariant perturbations are

$$
\begin{align*}
& \Psi \equiv \psi+\frac{1}{a}\left[\left(w-\mu^{\prime}\right) a\right]^{\prime}  \tag{2.17}\\
& \Phi \equiv \phi+H\left(w-\mu^{\prime}\right)-\frac{1}{3} \nabla^{2} \mu \tag{2.18}
\end{align*}
$$

The above perturbations are called Bardeen's potentials. These invariant scalar perturbations are useful to analyze the formation of large structures in the universe because they connect the results of different gauges.

### 2.1.2 Gauges Examples

As the gauge freedom remains on the choice of $\xi^{\mu}$, we can use this to decrease the number of perturbations and simplify our calculations. The most common gauges on cosmology are

## - Synchronous Gauge:

This is a gauge where we choice $\xi^{\mu}$ such that $\tilde{\psi}=0$ and $\tilde{w}_{i}=0$. In another words, starting from a general gauge with coordinates $x$, the vector $\xi(x)$ for this transformations is defined by

$$
\begin{array}{r}
\psi-H \alpha-\alpha^{\prime}=0 \\
w-\beta^{\prime}+\alpha=0 \\
S_{i}-\omega_{i}^{\prime}=0 \tag{2.21}
\end{array}
$$

Since we can solve these equations to $\alpha, \beta$, and $\omega_{i}$, it means this gauge is well defined. In that gauge, the metric assumes the form

$$
\tilde{g}_{\mu \nu}=a^{2}\left[\begin{array}{cc}
-1 & 0  \tag{2.22}\\
0 & \delta_{i j}(1+2 \tilde{\phi})+\tilde{H}_{i j}
\end{array}\right]
$$

In this gauge the invariant perturbations that we have seen can be written as:

$$
\begin{align*}
& \tilde{\Psi}=\frac{1}{a}\left(\tilde{\mu}^{\prime} a\right)^{\prime}  \tag{2.23}\\
& \tilde{\Phi}=\tilde{\phi}-H \tilde{\mu}^{\prime}-\frac{1}{3} \nabla^{2} \tilde{\mu} \tag{2.24}
\end{align*}
$$

## - Newtonian Gauge:

This is the gauge when $\tilde{w}=0, \tilde{\mu}=0$ and $\partial_{i} \tilde{A}_{j}+\partial_{j} \tilde{A}_{i}=0$. This is allowed by the $\alpha$, $\beta$ and $\omega$ that solve the system below:

$$
\begin{array}{r}
w-\beta^{\prime}+\alpha=0 \\
\mu-\beta=0 \\
A_{i}-\omega_{i}=0 \tag{2.27}
\end{array}
$$

As this system can be solved, the metric written with this gauge assumes the expression

$$
\tilde{g}_{\mu \nu}=a^{2}\left[\begin{array}{cc}
-(1+2 \tilde{\psi}) & \tilde{S}_{i}  \tag{2.28}\\
\tilde{S}_{i} & \delta_{i j}(1+2 \tilde{\phi})+\tilde{H}_{i j}^{T}
\end{array}\right]
$$

In that frame the invariant perturbations assumes a simple form:

$$
\begin{align*}
& \tilde{\Psi}=\tilde{\psi}  \tag{2.29}\\
& \tilde{\Phi}=\tilde{\phi} \tag{2.30}
\end{align*}
$$

That is, the scalar potentials of the metric on the Newtonian gauge are invariant perturbations.

### 2.2 Perturbations in Einstein's Field Equations

The evolution of the universe is given by the Field's Equations with the metric perturbed and the complete energy momentum-tensor defined by

$$
\begin{equation*}
T_{\mu \nu}=\rho u_{\mu} u_{\nu}+q_{\mu} u_{\nu}++q_{\nu} u_{\mu}+(P+\pi) \theta_{\mu \nu}+\pi_{\mu \nu} \tag{2.31}
\end{equation*}
$$

where $u_{\mu}$ is the four-velocity of fluid that fills the universe (with $g_{\mu \nu} u^{\mu} u^{\nu}=-1$ ), $\theta_{\mu \nu} \equiv g_{\mu \nu}+u_{\mu} u_{\nu}$ (called projector on the hypersurface orthogonal to the four-velocity), $q_{\mu}$ is the Heat Transfer contribution $\left(q_{\mu} u^{\mu}=0\right)$ and $\pi_{\mu \nu}$ is the part traceless of Anisotropic Stress (satisfy $\pi_{\mu \nu} u^{\nu}=0$ ), while the $\pi$ is the trace from anisotropic stress called Bulk Viscosity. Consider all terms of the energy-momentum is necessary since the universe is not homogeneous and isotropic. At first order, the Field's Equations is just that

$$
\begin{equation*}
\delta G_{\nu}^{\mu}=8 \pi G \delta T_{\nu}^{\mu} \tag{2.32}
\end{equation*}
$$

Once using the perturbation theory and decomposition of the perturbation in the metric, we can calculate the connection and curvature tensor (besides Ricci's tensor and scalar) at first order in perturbation. The first order of Einstein's tensor becomes

$$
\begin{gather*}
2 a^{2} \delta G_{0}^{0}=4 H h_{k 0, k}-6 H^{2} h_{00}-2 H h_{k k}^{\prime}+\nabla^{2} h_{k k}-h_{k l, k l}  \tag{2.33}\\
2 a^{2} \delta G_{i}^{0}=2 H h_{00, i}+\nabla^{2} h_{0 i}-h_{k 0, k i}+h_{k k, i}^{\prime}-h_{k i, k}^{\prime}  \tag{2.34}\\
2 a^{2} \delta G_{j}^{i}=\left(h_{00}-h_{k k}\right)_{, i j}+\left(h_{k i, j}+h_{k j, i}\right)_{, k}+\left(\frac{d^{2}}{d \eta^{2}}-\nabla^{2}\right) h_{i j}-\left(\frac{d}{d \eta}+2 H\right)\left(h_{0 i, j}-h_{0 j, i}\right) \\
+\left[2 H^{2} h_{00}+\nabla^{2}\left(h_{k k}-h_{00}\right)+2\left(\frac{d}{d \eta}+2 H\right) h_{k 0, k}-4 \frac{a^{\prime \prime}}{a} h_{00}-2 H\left(h_{00}^{\prime}+h_{k k}^{\prime}\right)-h_{k l, k l}-h_{k k}^{\prime \prime}\right] \delta_{j}^{i} \tag{2.35}
\end{gather*}
$$

Where we are using the notation $\partial_{\mu}(\ldots) \equiv(\ldots)_{, \mu}$. The Energy-momentum tensor at first order is given by

$$
\begin{array}{r}
T_{0}^{0}=-\bar{\rho}(1+\delta) \\
T_{i}^{0}=(\bar{\rho}+\bar{P}) v_{i}+\frac{q_{i}}{a} \\
T_{0}^{i}=(\bar{\rho}+\bar{P})\left(h_{0 i}-v_{i}\right)-\frac{q_{i}}{a} \\
T_{j}^{i}=(\bar{P}+\delta P+\pi) \delta_{j}^{i}+\pi_{j}^{i} \tag{2.39}
\end{array}
$$

where the $\delta \equiv \frac{\delta \rho}{\bar{\rho}}$ (density contrast) and $\delta u_{i} \equiv a v_{i}$. Here we have used the normalization of four-velocity, which gives $\delta u_{0}=\frac{h_{00} a}{2}$ and $v_{i}=h_{i 0}+a \delta u^{i}$. As we are interested in the first order of perturbation, we can separate the scalar, vector and tensor perturbations (as said in the last section). So, now the scalar perturbations will be the focus of this section, once it is the most important contribution to large structure formation.

### 2.2.1 Scalar Pertubations in Field Equations

Now, to obtain any advance, it is useful to choose a gauge to write down the Field's Equations. We focus here on the Newtonian Gauge. As we are interested just in scalar perturbations, and each kind of perturbations evolve separately, then we use the metric in the form:

$$
g_{\mu \nu}=a^{2}\left[\begin{array}{cc}
-(1+2 \psi) & 0  \tag{2.40}\\
0 & \delta_{i j}(1+2 \phi)
\end{array}\right]
$$

Using this gauge, the equations (2.35) and (2.36) until (2.39), the disturbed field equations (2.32) turns out

$$
\begin{align*}
3 H \Phi^{\prime}-3 H^{2} \Psi-\nabla^{2} \Phi & =4 \pi G a^{2} \delta \rho  \tag{2.41}\\
\partial_{i}\left(\Phi^{\prime}-H \Psi\right) & =4 \pi G a^{2}(\rho+P) v_{i}  \tag{2.42}\\
\Phi^{\prime \prime}+2 H \Phi^{\prime}-H \Psi^{\prime}-\left(2 H^{\prime}+H^{2}\right) \Psi-\frac{1}{3} \nabla^{2}(\Phi+\Psi) & =-4 \pi G a^{2} \delta P  \tag{2.43}\\
\left(\partial^{i} \partial_{j}-\frac{1}{3} \delta_{j}^{i} \nabla^{2}\right)(\Psi+\Phi) & =8 \pi G a^{2} \pi_{j}^{i} \tag{2.44}
\end{align*}
$$

Where the last equation can be find out calculating the part traceless of $\delta G_{j}^{i}$. Besides that $\delta \rho=\sum_{l} \delta \rho_{l}$ is the total perturbation of energy density, such that the subindex runs over the constitutes of the universe (Cold dark matter, Baryon, Photons and Neutrinos), then using the density contrast $\delta_{l}=\frac{\rho_{l}-\bar{\rho}_{l}}{\bar{\rho}_{l}}=\frac{\delta \rho_{l}}{\bar{\rho}_{l}}$ it get $\delta \rho=\bar{\rho}_{c} \delta_{c}+\bar{\rho}_{b} \delta_{b}+\bar{\rho}_{\gamma} \delta_{\gamma}+\bar{\rho}_{\nu} \delta_{\nu}$. Note also that $(\rho+P) v_{i}=\sum_{l}\left(\rho_{l}+P_{l}\right)\left(v_{l}\right)_{i}$.

To eliminate the spatial derivatives, we can write the perturbations as a sum of Fourier modes, that is, $F(\eta, \vec{x})=\int d^{3} \frac{\vec{k}}{(2 \pi)^{3}} F(\eta, \vec{k}) e^{i \vec{k} \cdot \vec{x}}$ (where $F(\eta, \vec{x})$ and $F(\eta, \vec{k})$ do not have the same functional form, that is, we are using this to refer about the spatial function and Fourier modes by abuse of notation).

$$
\begin{gather*}
3 H \Phi^{\prime}-3 H^{2} \Psi+k^{2} \Phi=4 \pi G a^{2}\left(\rho_{c} \delta_{c}+\rho_{b} \delta_{b}+\rho_{\gamma} \delta_{\gamma}+\rho_{\nu} \delta_{\nu}\right)  \tag{2.45}\\
k\left(H \Psi-\Phi^{\prime}\right)=4 \pi G a^{2}\left(\rho_{c} V_{c}+\rho_{b} V_{b}+\frac{4}{3}\left(\rho_{\gamma} V_{\gamma}+\rho_{\nu} V_{\nu}\right)\right)  \tag{2.46}\\
\Phi^{\prime \prime}+2 H \Phi^{\prime}-H \Psi^{\prime}-\left(2 H^{\prime}+H^{2}\right) \Psi+\frac{1}{3} k^{2}(\Phi+\Psi)=-4 \pi G a^{2} \delta P  \tag{2.47}\\
k^{2}(\Psi+\Phi)=12 \pi G a^{2} \hat{k}^{i} \hat{k}_{j} \pi_{i}^{j} \tag{2.48}
\end{gather*}
$$

Where we have defined for each constitute of energy-momentum the pertubation $V_{l}=\frac{k^{j}\left(v_{l}\right)_{j}}{k}$ and used the equation of state for each of them $\left(w_{c}=w_{b}=0\right.$ and $\left.w_{\gamma}=w_{\nu}=\frac{1}{3}\right)$. Since there is no second-order or higher term then the equations describe the evolution of each k -mode independently, which means there is no coupling between different k -modes (for example if there is a term like $\Phi^{2}(x)$ then in the Fourier transformation would appear $\Phi\left(k_{1}\right) \Phi\left(k_{2}\right)$, creating coupling between different modes).

### 2.3 Boltzmann Equations

Einstein's equations from the last section are not enough to describe the evolution of scalar perturbations yet (there are many perturbations for the number of independent equations). Studying the thermal history of the universe, we know that not just gravity is important to the behavior of the species distributions but also the non-gravitational interactions between them. Then, we can deal with the Boltzmann equations relativistic to obtain other equations that couple the energy-momentum perturbation with metric perturbations. With that in mind, a distribution function in the phase-space is associated to each fluid in the universe. Writing the distribution as $f=f\left(x^{\mu}, P^{\mu}\right)$ and using a $\lambda$ as affine parameter ( $P^{\mu}=\frac{d x^{\mu}}{d \lambda}$ ) the Boltzmann equation says

$$
\begin{equation*}
\frac{d f}{d \lambda}=C[f] \tag{2.49}
\end{equation*}
$$

that means, the variation (along a path parametrized by $\lambda$ ) of particles into a volume in the phase-space comes from what is called Collisional term $(C[f])$, which contains information about interactions of particles like creation, annihilation, energy and momentum exchange between particles. Note that the energy, $P^{0}$ is constrained by
mass-shell relation $g_{\mu \nu} P^{\mu} P^{\nu}=-m^{2}$, then the distribution can be write with dependency just in $\left(x^{\mu}, \vec{p}\right)$. Besides that, as we want to include the perturbations in the equations we split the distribution function as

$$
\begin{equation*}
f(\eta, \vec{x}, \vec{p})=\bar{f}(\eta, p)+\delta f(\eta, \vec{x}, \vec{p}) \tag{2.51}
\end{equation*}
$$

where $\bar{f}$ is the background contribution, while $\delta f$ is the perturbation on that. Note that the background depends just on $\eta$ and modulus of momentum $p$, consistent with homogeneity and isotropy. Using $P^{0}=\frac{d \eta}{d \lambda}$ the Boltzmann equation until first order turns out

$$
\begin{equation*}
\frac{d f}{d \eta}=\frac{\partial f}{\partial \eta}+\frac{\partial f}{\partial x^{i}} \frac{P^{i}}{P^{0}}+\frac{\partial f}{\partial p} \frac{d p}{d \eta}=\frac{1}{P^{0}} C[f] \tag{2.52}
\end{equation*}
$$

To insert the metric perturbations, we use a gauge where $h_{0 i}=0$ (which is true for scalar perturbations in Newtonian and Synchronous Gauges for example) to calculate the $\frac{d p}{d \eta}$, then the first order of equation gives

$$
\begin{equation*}
\delta f^{\prime}+\frac{i k p \mu}{E} \delta f-H p \frac{\partial}{\partial p}(\delta f)+\left(i k E \mu \frac{h_{00}}{2}-\frac{p}{2} h_{i j}^{\prime} \hat{p}^{i} \hat{p}^{j}\right) \frac{\partial \bar{f}}{\partial p}=\frac{a}{E} C[f] \tag{2.53}
\end{equation*}
$$

where the fourier transformation already was applied with $\mu \equiv \hat{k} \cdot \hat{p}$ and the definitions $E \equiv a^{2}\left(1-h_{00}\right)\left(P^{0}\right)^{2}$ and $p^{2}=a^{2}\left(\delta_{i j}+h_{i j}\right) P^{i} P^{j}$. Choosing the Newtonian gauge again, the Boltzmann equation for scalar perturbations at first order becomes

$$
\begin{equation*}
\delta f^{\prime}+\frac{i k p \mu}{E} \delta f-H p \frac{\partial}{\partial p}(\delta f)-\left(p \Phi^{\prime}+i k E \mu \Psi\right) \frac{\partial \bar{f}}{\partial p}=\frac{a}{E} C[f] \tag{2.54}
\end{equation*}
$$

This equation applies to each fluid that fills the universe. In the next sections, we will see how are the equations of scalar perturbations for Photons and Baryons, which are the most relevant to understand the Baryonic Acoustics Oscillations (BAO).

### 2.3.1 Radiation

In the early universe, the interactions between particles are so important as gravity, and then, it's necessary to calculate the right side of the equation (2.54). At the very early universe (radiation-dominated universe) the mean temperature is high enough for the neutrinos to behaves like radiation. However, even in the early universe neutrinos are very weak interact particles, and that interaction rate decrease with temperature, thus their collision term is negligible. We separate here the Boltzmann equations for photons and neutrinos.

### 2.3.2 Photons

The main interaction that involves the photons is the Thomson scattering

$$
\begin{equation*}
e^{-}(\vec{q})+\gamma(\vec{p}) \longrightarrow e^{-}(\vec{q})+\gamma\left(\vec{p}^{\prime}\right) \tag{2.55}
\end{equation*}
$$

where the intensity of the photon's momentum does not change. Here we neglect the interaction with protons because its cross-section decays with the mass of particle squared, and as proton's mass is about $m_{p} \approx 10^{3} m_{e}$ this interaction is irrelevant here. Denoting the perturbation on distribution function as $\delta f \equiv F$, the collision term is given at first order by
$C[F(\vec{p})]=\iiint \frac{d^{3} \vec{q} d^{3} \vec{q} d^{3} \vec{p}^{\prime}}{(2 \pi)^{5} 2^{3} E_{e}(q) E_{e}\left(q^{\prime}\right) E_{e}(p)} \delta^{3}\left(\vec{p}+\vec{q}-\vec{p}^{\prime}-\vec{q}^{\prime}\right) \delta\left(p+E_{e}(q)-p^{\prime}-E_{e}\left(q^{\prime}\right)\right) \Delta f$

It include the energy and momentum conservation, and the balance between the concentration of each particle in the reaction given by the term $\Delta f \equiv \bar{f}_{e}\left(q^{\prime}\right) F_{\gamma}\left(\overrightarrow{p^{\prime}}\right)+$ $\bar{f}_{\gamma}\left(p^{\prime}\right) F_{e}\left(\vec{q}^{\prime}\right)-\bar{f}_{e}(q) F_{\gamma}(\vec{p})-\bar{f}_{\gamma}(p) F_{e}(\vec{q})$. The $|M|^{2}$ is related with the amplitude of probability for this interaction occur (symmetrically in relation to direction of interaction). It can be shown that

$$
\begin{equation*}
C[F(\vec{p})]=\frac{p \tau^{\prime}}{a}\left(F_{\gamma}(\vec{p})+\frac{\partial \bar{f}_{\gamma}}{\partial p} \vec{v}_{b} \cdot \vec{p}\right)+\frac{p n_{e}}{32 \pi^{2} m_{e}^{2}} \int d^{2} \hat{p}^{\prime}\left|M\left(\hat{p}, \hat{p}^{\prime}\right)\right|^{2} F_{\gamma}\left(\vec{p}^{\prime}\right) \tag{2.57}
\end{equation*}
$$

where $\tau(\eta)=\int_{\eta}^{\eta_{0}} d \eta^{\prime} n_{e} \sigma_{T} a$, is called Optical Depth, which measure how much strong is the interaction. Consider now the distribution of photon gas (Bose-Einstein distribution), which is the background distribution. This background distribution of momentum of photons is parametrized by the temperature. Then, the perturbation on the distribution can be understood as a perturbation on the temperature field (using Boltzmann's constant $K_{b} \equiv 1$ ).

$$
\begin{equation*}
f(\eta, \vec{x}, \vec{p})=\frac{1}{e^{\frac{p}{T}}-1} \tag{2.58}
\end{equation*}
$$

The temperature field is written as $T=\bar{T}(\eta)+\delta T(\eta, \vec{x}, \vec{p})$, where $\frac{|\delta T|}{T} \ll 1$. Expanding this distribution at first order, we have

$$
\begin{equation*}
f=\bar{f}-p \frac{\partial \bar{f}}{\partial p} \frac{\delta T}{\bar{T}} \tag{2.59}
\end{equation*}
$$

then, $\delta f \equiv F=-p \frac{\partial \bar{f}}{\partial p} \frac{\delta T}{T}$. If we multiply by $p$ and integrate the equation (2.54) over momentum modulus

$$
\begin{equation*}
\Theta^{\prime}+i \mu k\left(\Theta-\frac{h_{00}}{2}\right)+\frac{h_{i j}^{\prime} \hat{p}^{i} \hat{p}^{j}}{2}=\frac{a}{4 \rho_{\gamma}} \int \frac{d p p^{2}}{2 \pi^{2}} C\left[F_{\gamma}(\vec{p})\right] \tag{2.60}
\end{equation*}
$$

where we use the definition $\Theta(\eta, \vec{k}, \hat{p}) \equiv \frac{1}{4 \rho_{\gamma}} \int \frac{d p p^{3}}{2 \pi^{2}} F_{\gamma}$. The $\Theta$ is related to the perturbation on the intensity of the temperature field. Although that, to have a complete description of the perturbations on photons gas it is necessary to consider the perturbation on the photon's polarization states, which can be introduced in the equation by Stokes parameters. Here we will focus only on the fluctuations on the temperature field $\Theta$. the equation above can be written as

$$
\begin{equation*}
\Theta^{\prime}+i \mu k(\Theta+\Psi)+\Phi^{\prime}=-\tau^{\prime}\left(\Theta_{0}-\Theta-i \mu V_{b}-\frac{1}{2} P_{2}(\mu) \Theta_{2}\right) \tag{2.61}
\end{equation*}
$$

where it was used the Newtonian Gauge and the expansion $\Theta_{n}=\frac{1}{(-i)^{n}} \int_{-1}^{1} \frac{d \mu}{2} P_{n}(\mu) \Theta(\mu)$ with $P_{n}$ being a Legendre Polynomial of n-th degree. If consider the perturbations on polarization states, it couple with this equation inserting new terms like $\Theta_{P 2}+\Theta_{P 0}\left(\Theta_{P n}\right.$ is the n -th coefficient of Legendre expansion for polarization perturbations), as shown in [35]. The equation above can be expanded in Legendre Polynomials (multipole expansion) using the definition of $\Theta_{n}$ and the orthogonal relation $\int_{-1}^{1} P_{m}(\mu) P_{n}(\mu) d \mu=\frac{2}{2 n+1} \delta_{m n}$, then

$$
\begin{align*}
\Theta_{0}^{\prime}+k \Theta_{1}=-\Phi^{\prime} & (\text { Monopole } n=0)  \tag{2.62}\\
3 \Theta_{1}^{\prime}+k\left(2 \Theta_{2}-\Theta_{0}\right)=k \Psi+\tau^{\prime}\left(3 \Theta-V_{b}\right) & (\text { Dipole } n=1)  \tag{2.63}\\
10 \Theta_{2}^{\prime}+2 k\left(3 \Theta_{3}-2 \Theta_{1}\right)=9 \tau^{\prime} \Theta_{2} & (\text { Quadrupole } n=2)  \tag{2.64}\\
(2 n+1) \Theta_{n}^{\prime}+k\left((n+1) \Theta_{n+1}-n \Theta_{n-1}\right)=\tau^{\prime}(2 n+1) \Theta_{n} & (\text { Multipoles } n>2) \tag{2.65}
\end{align*}
$$

This infinite set of equations are called the multipole hierarchy of photons, once the multipole $\Theta_{n}$ depends on the multipoles $\Theta_{n+1}$ and $\Theta_{n-1}$, and so on. Clearly, to solve these equations it is necessary to use some criteria to truncate the series for a certain $n=n_{\max }$.

### 2.3.3 Neutrinos

Neutrinos are particles that interact very weakly with baryons. Because of that, their collision term is null, and this is the main difference between the Boltzmann equations of neutrinos and photons. Then, using the definition $N(\eta, \vec{k}, \hat{p}) \equiv \frac{1}{4 \rho_{\nu}} \int \frac{d p p^{3}}{2 \pi^{2}} F_{\nu}$ (with $F_{\nu} \equiv \delta f_{\nu}$ ), equation (2.54) and doing the same calculus as for photons obtain:

$$
\begin{equation*}
N^{\prime}+i \mu k(\Psi+N)+\Phi^{\prime}=0 \tag{2.66}
\end{equation*}
$$

note that the above equation is essentially the same that in (2.61) but with $\tau$ null or neglected (once the interaction is very weakly, and neutrinos are decoupled from baryons). Following the same steps made for photons, we can deduce the infinite set of equations called hierarchy for the Neutrinos.

$$
\begin{align*}
N_{0}^{\prime}+k N_{1}=-\Phi^{\prime} & (\text { Monopole } n=0)  \tag{2.67}\\
3 N_{1}^{\prime}+k\left(2 N_{2}-N_{0}\right)=k \Psi & (\text { Dipole } n=1)  \tag{2.68}\\
(2 n+1) N_{n}^{\prime}+k\left[(n+1) N_{n+1}-n N_{n-1}\right]=0 & (\text { Multipoles } n \geq 2) \tag{2.69}
\end{align*}
$$

### 2.3.4 Baryons

In cosmology, it is common to call the electrons (which are leptons) and protons as baryons. For they the main interactions is the Thomson scattering between the electrons and photons (2.55) and Coulomb scattering between protons and electrons

$$
\begin{equation*}
e^{-}(\vec{q})+p(\vec{Q}) \longrightarrow e^{-}\left(\vec{q}^{\prime}\right)+p\left(\vec{Q}^{\prime}\right) \tag{2.70}
\end{equation*}
$$

The electrons and protons are coupled such a way that we assume their density contrast perturbations being equal ( $\delta_{e}=\delta_{p} \equiv \delta_{b}$ ), as well as their velocities perturbations $\left(\vec{v}_{e}=\vec{v}_{p} \equiv \vec{v}_{b}\right)$. The equation for each are

$$
\begin{align*}
\frac{d F_{e}(\eta, \vec{x}, \vec{q})}{d \eta} & =\left\langle c_{e p}\right\rangle_{Q Q q^{\prime}}+\left\langle c_{e \gamma}\right\rangle_{p p^{\prime} q^{\prime}}  \tag{2.71}\\
\frac{d F_{p}(\eta, \vec{x}, \vec{Q})}{d \eta} & =\left\langle c_{e p}\right\rangle_{q q^{\prime} Q^{\prime}} \tag{2.72}
\end{align*}
$$

where we neglect the interaction between protons and photons once this term would very small (its cross-sections decay with the mass of proton squared). Here we are using the useful notation of brackets to indicate the integral over the moments on subindex, that is $\langle\ldots\rangle_{q q^{\prime} Q^{\prime}}=\iiint \frac{d^{3} \vec{q}}{(2 \pi)^{3}} \frac{d^{3} \vec{q}}{(2 \pi)^{3}} \frac{d^{3} \vec{Q}^{\prime}}{(2 \pi)^{3}}(\ldots)$. We can take the zero-moment of these equations (applying the $\langle\ldots\rangle_{q}$ for electrons and $\langle\ldots\rangle_{Q}$ for protons, which means, integrating over free momentum)

$$
\begin{align*}
\delta_{e}^{\prime}+k V_{e}+3 \Phi^{\prime} & =\left\langle c_{e p}\right\rangle_{q Q Q q^{\prime}}+\left\langle c_{e \gamma}\right\rangle_{q p p^{\prime} q^{\prime}}  \tag{2.73}\\
\delta_{p}^{\prime}+k V_{p}+3 \Phi^{\prime} & =\left\langle c_{e p}\right\rangle_{Q q q^{\prime} Q^{\prime}} \tag{2.74}
\end{align*}
$$

Where it was used the equation (2.54) besides the $w_{e}=w_{p}=0$ and $\delta P_{e}=\delta P_{p}=0$. As there are no creation or annihilation of particles in these interactions all the collision contributions vanish, then summing the equations

$$
\begin{equation*}
\delta_{b}^{\prime}+k V_{b}+3 \Phi^{\prime}=0 \tag{2.75}
\end{equation*}
$$

it is the first equation that we can get for baryons. Taking the first moment of Boltzmann equations and summing them, we have

$$
\begin{equation*}
V_{b}^{\prime}+H V_{b}-k \Psi=\frac{i \hat{k}_{i}}{\rho_{b}}\left(\left\langle(\vec{q}+\vec{Q}) c_{e p}\right\rangle_{Q Q^{\prime} q^{\prime} q}+\left\langle\vec{q} c_{e \gamma}\right\rangle_{p p^{\prime} q^{\prime} q}\right) \tag{2.76}
\end{equation*}
$$

where $\rho_{b} \equiv \rho_{e}+\rho_{p} \approx \rho_{p}$ (mass of proton is very larger compared with electrons). The first term on the right side vanishes because of 3 -momentum conservation, and just the second can contribute. This equation turns out

$$
\begin{equation*}
V_{b}^{\prime}+H V_{b}-k \Psi=\frac{4 \tau^{\prime} \rho_{\gamma}}{3 \rho_{b}}\left(V_{b}-3 \Theta_{1}\right) \tag{2.77}
\end{equation*}
$$

### 2.3.5 Cold Dark Matter

As said before, CDM is non-relativistic particle (pressure is null) and with very weakly rate interacting. Because of that, the collision term of the right side of the Boltzmann equation is null. This simplifies so much the equations for CDM. As they have the same equation of state as baryons, the equations for CDM is simply

$$
\begin{align*}
\delta_{c}^{\prime}+k V_{c}+3 \Phi^{\prime} & =0  \tag{2.78}\\
V_{c}^{\prime}+H V_{c}-k \Psi & =0 \tag{2.79}
\end{align*}
$$

which is the same as (2.75) and (2.77) for $\tau=0$ (no interaction between DM and other constitutes).

### 2.4 Baryonic Acoustic Oscillations

In the early universe, photons and baryons are coupled by Thomson and Coulomb scattering. As the baryons are not relativistic, their high rest energy (compared with its kinetic energy) makes them attract themselves and try to form gravitational wells. Despite that, at the same time, the photons create a positive pressure dragging them and destroying
any attempt to form gravitational wells. These dynamics create ripples on the plasma that propagate over it with a certain velocity. These sound waves are called Baryonic Acoustic Oscillations (BAO). In this section, we will see how these oscillations can arise from the equations deduced in the last sections, and show some approximations that allow us to visualize their behaviors and what happens with them after the recombination (when occurs the process of decoupling).

### 2.4.1 Temperature Fluctuations

As the reader already could have realized, solve analytically all the equations of the perturbations deduced last sections is impossible. Because of this, to obtain analytical results we need to make some approximations. In order to study the effects of coupling, we will work with the equations on the limit where $\tau \gg H$, which is called Tight Coupling Limit (TC). In that limit, the effects of multipoles $n \geq 2$ can be ignored, they are erased by the high rate of interaction (being more relevant after the decoupling). The useful parameter is the relation between photons and baryons density energy $R_{s} \equiv \frac{3 \rho_{b}}{4 \rho_{\gamma}}=\frac{3 \Omega_{b 0}}{4 \Omega_{\gamma 0}} a$. As the factor scale in this period is very small (compared with $a_{0}=1$ ), then the equation (2.77) can be approximated, in the TC limit as

$$
\begin{equation*}
V_{b}=3 \Theta_{1}+\frac{R_{s}}{\tau^{\prime}}\left(V_{b}^{\prime}+H V_{b}-k \Psi\right) \approx 3 \Theta_{1}+\frac{R_{s}}{\tau^{\prime}}\left(3 \Theta_{1}^{\prime}+3 H \Theta_{1}-k \Psi\right) \tag{2.80}
\end{equation*}
$$

at first order in $R_{s}$. This means that the velocity perturbations of baryons are created by the photon's dipole and vice-versa. Combining this result with the equations of (2.62) and (2.63) we have

$$
\begin{equation*}
\Theta_{0}^{\prime \prime}+H \frac{R_{s}}{1+R_{s}} \Theta_{0}^{\prime}+\frac{k^{2}}{3\left(1+R_{s}\right)} \Theta_{0}=-k^{2} \frac{\Psi}{3}-\Phi^{\prime \prime}-H \frac{R_{s}}{1+R_{s}} \Phi^{\prime} \tag{2.81}
\end{equation*}
$$

This is a wave equation (in Fourier space), where there is a forcing term on the right side (the gravitational potential acts as a source of sound waves), a damping term driven by the expansion of the universe (term proportional to $\Theta_{0}^{\prime}$ ). Note also that the velocity of the waves is given by $c_{s}^{2}=\frac{1}{3\left(1+R_{s}\right)}$, there is, it depends on the relation between baryons and photons $R_{s}$. It's clear that the velocity of the waves decreases with the increasing baryons influence, which makes sense as this increases the effective inertia of fluid.

The above expression means that the monopole perturbations of radiation (temperature fluctuations) behave like ripples forced by attraction gravitational and damping by the expansion and that equation can be written in the form of an effective temperature

$$
\begin{equation*}
\left(\frac{d^{2}}{d \eta^{2}}+H \frac{R_{s}}{1+R_{s}}+\frac{k^{2}}{3\left(1+R_{s}\right)}\right)\left(\Theta_{0}+\Phi\right)=\frac{k^{2}}{3}\left(\frac{\Phi}{1+R_{s}}-\Psi\right) \tag{2.82}
\end{equation*}
$$

It is possible find a solution for this equation, by WKB method, and the ansatz $\left(\Theta_{0}+\Phi\right)=A(\eta) e^{i B(\eta, k)}[35][36]$. Then, the solution is

$$
\begin{array}{r}
\Theta_{0}(\eta, k)+\Phi(\eta, k)=\left[\Theta_{0}(0, k)+\Phi(0, k)\right] \cos \left(k r_{s}(\eta)\right) \\
+\frac{k}{\sqrt{3}} \int_{0}^{\eta}\left[\Phi\left(\eta^{\prime}\right)-\Psi\left(\eta^{\prime}\right)\right] \sin \left[k\left(r_{s}(\eta)-r_{s}\left(\eta^{\prime}\right)\right)\right] \tag{2.84}
\end{array}
$$

Where $r_{s}(\eta) \equiv \int_{0}^{\eta} d \eta^{\prime} c_{s}\left(\eta^{\prime}\right)$ is called Sound Horizon, and it means the comoving distance traveled by the sound waves until a time $\eta$.

### 2.4.2 Baryons Tight Coupling

Combining the equations (2.79) and the equation (2.62), we have

$$
\begin{equation*}
\left(3 \Theta_{0}-\delta_{b}\right)^{\prime}+k\left(3 \Theta_{1}-V_{b}\right)=0 \tag{2.85}
\end{equation*}
$$

using the equation (2.80), we have

$$
\begin{equation*}
\left(\delta_{b}-3 \Theta_{0}\right)^{\prime}=\frac{3 R_{s}}{\tau^{\prime}}\left(\Phi^{\prime \prime}+\Theta_{0}^{\prime \prime}+H\left(\Theta_{0}^{\prime}+\Phi^{\prime}\right)+\frac{k^{2} \Psi}{3}\right) \tag{2.86}
\end{equation*}
$$

Then, as $R_{s}$ is small ( $R_{s}<1$ before the recombination and limit $\tau^{\prime} \gg H$ ) we can approximate this expression, and obtain that $\delta_{b}$ and $\Theta_{0}$ are apart by a constant. Further, adiabatic perturbations set initial conditions which ensure the proportionality between perturbation of baryons and photons (which is expected once they are in thermal equilibrium, that is, their energy density perturbations are related with the temperature perturbations). Finally, using $\delta_{b} \approx \Theta_{0}$ means baryons satisfy the same equation as photons.

$$
\begin{equation*}
\delta_{b}^{\prime \prime}+H \frac{R_{s}}{1+R_{s}} \delta_{b}^{\prime}+\frac{k^{2}}{3\left(1+R_{s}\right)} \delta_{b}=-k^{2} \frac{\Psi}{3}-\Phi^{\prime \prime}-H \frac{R_{s}}{1+R_{s}} \Phi^{\prime} \tag{2.87}
\end{equation*}
$$

Then, the TC regime makes the photons drag the baryons owing to similar behavior. We can see, as a first approach, considering just the homogeneous solution as in (2.84) we have

$$
\begin{equation*}
\delta_{b}(\eta, k) \propto \cos \left(k r_{s}(\eta)\right) \tag{2.88}
\end{equation*}
$$

Although this is an approximated solution, it can be used to give some intuition about the behavior of the baryon's fluctuations on configuration space (spacetime). The
solution above shows the k -mode, then to obtain an intuitive perception of what this means it is necessary to apply the inverse Fourier transformation. As it is a periodic function, we expect that mode has its maximum (excess of energy density) when

$$
\begin{equation*}
k r_{s}(\eta)=2 m \pi \quad(m=0,1,2, \ldots) \tag{2.89}
\end{equation*}
$$

each of these k -modes is summed in the Fourier integration (each mode like $\left.\cos \left(k r_{s}\right) e^{i \vec{k} \cdot \vec{x}}\right)$ and they might amplify when spatial region is close to $r_{s}(\eta)$, this means, we would see a bump around $|\vec{x}|=r_{s}(\eta)$ (note that $r_{s}(\eta)$ was increasing with $\eta$ ). Then, if we denote $\eta_{*}$ as the conformal time of recombination (when the decoupling started happening) we have that the maximum distance that the sound could be traveled would be $r_{s}\left(\eta_{*}\right)$. Because of this solution, we can say that the sound waves drag the baryons (forming the Baryonic Acoustic Oscillations) and they stopped (freeze out) in instants after close to recombination (see Fig. 5). Despite the most photons are free, the baryons are coupled with a small part of all photons yet (the ratio between baryon and photon density is about $\eta_{B} \equiv n_{B} / n_{\gamma} \approx 10^{-10}$, then we have so many photons for each electron [37]), thus they are dragged for a bit of time after the recombination. We called the moment when baryons finally are not more dragged by $\eta_{\text {drag }}$. That make the baryons gathering themselves in a specific scale, the sound horizon scale $\left(r_{d r a g} \equiv r_{s}\left(\eta_{d r a g}\right)\right.$ ).

### 2.4.3 Baryons After Decoupling

After the decoupling, photons are free to travel and baryons are not pushed anymore by the pressure of radiation. Then, now the Boltzmann equations for baryons are essentially the same as the CDM. Combining the equation (2.75) and (2.77) with $\tau=0$

$$
\begin{equation*}
\delta_{b}^{\prime \prime}+H \delta_{b}=-k^{2} \Psi-3 \Phi^{\prime \prime}-3 H \Phi^{\prime} \tag{2.90}
\end{equation*}
$$

and an equivalent equation for CDM is allowed. we can approximate this equations and obtain the system

$$
\begin{align*}
\delta_{b}^{\prime \prime}+H \delta_{b} & =-k^{2} \Phi \\
\delta_{c}^{\prime \prime}+H \delta_{c} & =-k^{2} \Phi \tag{2.91}
\end{align*}
$$

Here we have used the equation (2.48). This equation means the gravitational potentials are different if the is spatial anisotropic stress. Since the pressure perturbations contribute to anisotropic stress, matter contributions can be neglected, and then, we
just would need concern about photons and neutrinos anisotropic stress. However, as we are dealing with equation during matter dominated universe we can neglected all the anisotropic stress, right after decoupling. When we do this, we get $\Phi=-\Psi$. Combining the Boltzmann and Einstein's equations it is possible to find out a time evolution equation for each mode of perturbations on metric (gravitational potential). From the solution of that equation, modes which enter during matter domination age suffer a declination over their amplitude about $10 \%$, and after they remain constant along the time ( $\Phi \approx$ constant) [35]. As $H \propto \eta^{-1}$ at matter-dominated age, then the solution is

$$
\begin{equation*}
\delta_{x}(k, \eta)=C_{x}(k)+\frac{k^{2} \eta^{2}}{6} \Phi(k) \tag{2.92}
\end{equation*}
$$

where the index $x=b, c$ and $C_{x}(k)$ is independent of time. If consider adiabatic perturbation, the initial conditions means that $\delta_{c}=\delta_{b}$ and $C_{c}=C_{b}$. Then, the fluctuations on baryons, which were coupled with the photons, now grow with the CDM fluctuations, in other words, the baryons are falling in the potentials wells already created by the CDM (while the baryons were stuck with photons CDM could accumulate themselves). A more accurate description of perturbations (without these analytical approximations) can be seen in Fig. 5. That image shows how a single perturbation for each material species of the universe evolves (note it was considered a single perturbation on configuration space, in the real universe there would be various fluctuations like that in superposition). Note that even in the initial of the simulation the neutrinos appear decoupled because of their weak interaction. CDM also appears decoupled, but its small pressure makes them create a gravitational well instead of spreading out like neutrinos (first image of 5). At the same time, the baryons and photons travel together (Tight Coupling) represented by a bump with a certain velocity (similar to what was explained before 2.89). After the decoupling, we see that photons are free and baryon freezeout at a determined scale (this scale was measured by P18, and from Table 1 results about $r_{\text {drag }} \approx 147.21 \pm 0.23 \mathrm{Mpc}$ ).


Figure 5 - Evolution of the radial mass profile a long of the comoving radius of an initially single overdensity located at the origin for CDM, baryons (called gas), photons, and neutrinos. the relativistic species were divided by a constant factor to be the same scale as other species [10]

Sometime after, it is shown that baryons start to adjust their distribution with CDM, because of the gravitational wells already created (baryons fall on it, as mentioned before). Here we see how much is important to consider dark matter non-relativistic, which means cold dark matter. If it was relativistic, then it could spread out as neutrinos did,
and the gravitational wells (essential to formation of large structures) would not be formed. The final picture of Fig. 5 shows that the fluctuation of CDM and baryons are very close, and they have a bump (smaller than that close after decoupling) that persists for a long time. Of course, this bump will affect the distribution of galaxies as we will see in the next chapters.

### 2.5 Stochastic Aspects on Cosmology

In the last chapter, we have discussed the likely quantum origin of the perturbations that evolve classically after inflation. Instead of determining the perturbations field for each position and time, as a deterministic system, it is more useful and informative to determine their statistical features. For example, if the initial conditions were raised and distributed by a Gaussian Field then they are characterized by their mean and standard deviation, which imprints specific signatures in the perturbations today (at least in large scales where the linear regime is valid yet). With this in mind, the initial conditions of perturbations are considered random variables that satisfy the equations shown in the last sections. In this section, we will see what kind of information we can extract from these stochastic features associated with fluctuations. We can think in the universe as a huge statistical system, and despite there is only one realization of the universe we can do some statistical analysis adopting a strategy based on a powerful theorem. That theorem allows us to exchange the ensemble averages with spatial averages if the volume goes to infinity. In practice, the volumes are finite, and then we need to take different regions of the sky distant enough to themselves and consider each as an independent realization of the universe observed (which means that the confidence of this process decrease as we consider averages with large scales). This theorem is called Ergodic Theorem [35]. Then, hereafter we will consider an average, denoted by $\langle\ldots\rangle$, as a spatial average:

$$
\begin{equation*}
\langle\ldots\rangle=\frac{1}{V} \int \ldots d^{3} x \tag{2.93}
\end{equation*}
$$

### 2.5.1 Power Spectrum and Spatial Correlation

An important piece of information that we can extract from the perturbation is their correlation between different scales. Consider a perturbation mode $\delta(\vec{k})$, then

$$
\begin{equation*}
\left\langle\delta(\eta, \mathbf{k}) \delta^{*}\left(\eta, \mathbf{k}^{\prime}\right)\right\rangle=\int d^{3} x \int d^{3} x^{\prime}\left\langle\delta(\eta, \mathbf{x}) \delta\left(\eta, \mathbf{x}^{\prime}\right)\right\rangle e^{-i \mathbf{k} \cdot \mathbf{x}} e^{i \mathbf{k}^{\prime} \cdot \mathbf{x}^{\prime}} \tag{2.94}
\end{equation*}
$$

which is just the Fourier transformation of correlation of fluctuations in space. As they are fluctuations, by definition the simple average $\langle\delta(\eta, \mathbf{x})\rangle=0$. Then if the
perturbation on different point are independents $\left\langle\delta(\eta, \mathbf{x}) \delta\left(\eta, \mathbf{x}^{\prime}\right)\right\rangle=\langle\delta(\eta, \mathbf{x})\rangle\left\langle\delta\left(\eta, \mathbf{x}^{\prime}\right)\right\rangle=0$, that means no correlation between them exist (This is the idea in considered distant volumes as independent regions, because the correlation between two points goes to zero as the distance tends to infinity). Going back to the above expression, we can denote the Spatial Correlation Function (SCF) as a function just of distance between the spatial points $\left(\left\langle\delta(\eta, \mathbf{x}) \delta\left(\eta, \mathbf{x}^{\prime}\right)\right\rangle=\xi_{\delta}\left(\eta,\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right)\right)$, once we are considering a universe with random fields homogeneous and isotropic (The universe must shown the same statistical features from wherever it is observed).

$$
\begin{equation*}
\left\langle\delta(\eta, \mathbf{k}) \delta^{*}\left(\eta, \mathbf{k}^{\prime}\right)\right\rangle=(2 \pi)^{3} \delta^{3}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) P_{\delta}(\eta, \mathbf{k}) \tag{2.95}
\end{equation*}
$$

Here we have defined the Power Spectrum

$$
\begin{equation*}
P_{\eta, \delta}(\mathbf{k})=\int d^{3} \mathbf{r} \xi_{\delta}(r) e^{-\mathbf{k} \cdot \mathbf{r}}=4 \pi \int_{0}^{\infty}\left(\frac{\sin (k r)}{r k}\right) \xi_{\delta}(r) r^{2} d r \tag{2.96}
\end{equation*}
$$

where $\mathbf{r}=\mathbf{x}-\mathbf{x}^{\prime}$. As this is just a Fourier Transformation, it allows the inverse relation

$$
\begin{equation*}
\xi_{\delta}(\eta, r)=\int \frac{d k}{k} \Delta_{\delta}^{2}(\eta, k) \frac{\sin (k r)}{k r} \tag{2.97}
\end{equation*}
$$

where $\Delta_{\delta}^{2}(\eta, k) \equiv \frac{k^{3} P_{\delta}(\eta, k)}{2 \pi^{2}}$ is the dimensionless power spectrum. At the beginning of the universe, as we said, there are initial conditions given by a random process, and as each perturbation mode is entering into the horizon they undergo by modification because of the evolution of the universe. Then, it is useful to separate the spectrum as

$$
\begin{equation*}
P_{\delta}(\eta, k)=T^{2}(\eta, k) P_{\delta}(k) \tag{2.98}
\end{equation*}
$$

where $T(\eta, k)$ is called Transfer Function and $P_{\delta}(k)$ is the initial power spectrum (also called primordial power spectrum) for which is allowed the expression like (2.95), just exchanging $\delta(\eta, \mathbf{k}) \rightarrow \delta_{p}(\mathbf{k})$ (the later is the initial conditions to fluctuations). The transfer function behaves like a propagator of the initial spectrum over time, and so, it is deduced from the solutions of Einstein and Boltzmann's equations shown before [38]. The primordial spectrum is provided by inflationary models, which can relate the matter power spectrum with potential power spectrum [25].

### 2.5.2 Probabilistic Intuition of Spatial Correlation Function

We can probe gravitational effects (like the preferable scale left by the BAO) over the matter distribution considering initially two volumes $V_{1}$ and $V_{2}$ and each contains a mean number of the galaxy given by $\bar{\rho}_{1}$ and $\bar{\rho}_{2}$, respectively. We are talking about galaxies because they emit light and are more easily observed than all matter. Then, if the gravitation effects between these two volumes can be ignored, the probability of taking one galaxy in each volume is proportional to $\bar{\rho}_{1} d V_{1}$ and $\bar{\rho}_{2} d V_{2}$, respectively (where $d V_{1}$ and $d V_{2}$ has size enough to contains just one galaxy). Then, the probability of take two galaxies localized in $\vec{x}_{1}$ and $\vec{x}_{2}$, into the volumes $V_{1}$ and $V_{2}$, respectively, is given by $d P_{12}$ $=\bar{\rho}_{1} \bar{\rho}_{2} d V_{1} d V_{2}$. When the $\overline{\rho_{1}}=\overline{\rho_{2}} \equiv \bar{\rho}$ we say that the positions of galaxies were generated by the same random process but independently, then it follows a Poisson Distribution (probability of $n$ successes of independent point-like events). As gravity makes the galaxies interact each other their positions are not completely independence anymore. Thus the number density is a function of spacetime and the probability of taking two galaxies, simultaneity, in positions $\vec{x}_{1}$ and $\vec{x}_{2}$ in theirs respectively volumes are

$$
\begin{equation*}
d P_{12}=\rho\left(\vec{x}_{1}\right) \rho\left(\vec{x}_{2}\right) d V_{1} d V_{2} \tag{2.99}
\end{equation*}
$$

Actually, it is necessary to take the average of this value to obtain some reliable estimate, otherwise, we would carry information about just one realization (statistically poor). That can be done by calculating the quantity for a large number of independent samples and take the average between them (sample average) or calculate this quantity for each pair of galaxies separated by this distance and take the average between them (spatial average). As the volume of the sample increase these two methods converge to the same results. Taking the average of expression (2.99) and writing the mean number density as $\rho=\bar{\rho}(1+\delta(\vec{x}))$, then

$$
\begin{equation*}
d P_{12}=\left\langle\rho\left(\vec{x}_{1}\right) \rho\left(\vec{x}_{2}\right)\right\rangle d V_{1} d V_{2}=\bar{\rho}^{2}\left(1+\left\langle\delta\left(\vec{x}_{1}\right) \delta\left(\vec{x}_{2}\right)\right\rangle\right) d V_{1} d V_{2} \tag{2.100}
\end{equation*}
$$

The term $\left\langle\delta\left(\vec{x}_{1}\right) \delta\left(\vec{x}_{2}\right)\right\rangle=\xi\left(\vec{x}_{1}, \vec{x}_{2}\right)$ is recognize as the excess of probability of there are two galaxies separated by a vector $\vec{x}_{2}-\vec{x}_{1} \equiv \vec{r}$ when compared with Possion Distribution, which gives a more clear intuition about the spatial correlation function seen in (2.97). It is important to highlight that the print of the sound horizon is over the matter distribution, but the galaxies (used as an example here) is just a fraction of the matter in the universe (most part is the Dark Matter). This fact inserts a bias when we observe just galaxy distribution, which in general can be written as $\delta_{g}=b(z) \delta_{m}$, where $b(z)$ is likely a function of redshift. However, that bias is approximately constant.

## 3 DATA ANALYSIS

In this chapter, we will focus in explain how we can extract information about Angular Correlation Function (ACF) from a galaxy catalog. In the section 3.1 there is a summarized descriptions of the data used in the analysis. The section 3.2 introduces the concept of ACF. In the section 3.3 is shown how we can calculate the ACF given the data set described at the last sections. The section 3.4 is about how we have estimated the covariance matrix from Mock catalogs and 3.5 shown how was made the detection of BAO signals.

### 3.1 Data Description

The SDSS (Sloan Digital Sky Survey) is an international scientific collaboration that has created the most detailed three-dimensional maps of the Universe. This project is divided into 4 phases, SDSS-I (2000-2005), SDSS-II (2005-2008), SDSS-III (2008-2014), and SDSS-IV (2014-2020). This work deal with data from SDSS-III [39] and SDSS-IV [40]. In these two last phases, there are data set known as Baryon Oscillation Spectroscopic Survey (BOSS) [41] and extended Baryon Oscillation Spectroscopic Survey (eBOSS) [42], respectively. This work uses the last Data Release (DR) of BOSS and eBOSS called respectively DR12 and DR16.

## - DR12 :

DR12 maps the spatial distribution of luminous red galaxies (LRGs) and quasars [14]. This data set is divided into two main catalogs (North and South). The north's catalog is denser and covers a redshift until $z \approx 1.0$, totalizing approximately 953 thousand galaxies included. The south's catalog, with the same range of redshift, counts about 373 thousand galaxies.

## - DR16 :

DR16 maps the spatial distribution of LRGs and emission-line galaxies (ELGs) [43]. Despite the DR12 include galaxies in the redshifts $z>0.6$ the density of catalogs in this region is very smaller when compared to density in the region of $0.45 \lesssim z \lesssim 0.6$ (region with a higher density of galaxies). the DR16 increases the number of galaxies observed in the range $0.6<z<1.0$. Including a sub-sample of DR12 in their LRG's catalogs, it counts about 256 thousand (North) and 122 thousand (South) galaxies. The ELG's catalogs count about 84 thousand (North) and 90 thousand (South) targets.

As can be seen in the Fig. 6, the catalogs from the South appear a density very lower compared to the North. Because of that, in our analysis, we consider just the North Catalogs.


Figure 6 - LRG's redshift distribution of DR12 and DR16 for two regions (North and South) of the sky (the bin used to built this histogram is $\delta z=0.01$ ).

Important to highlight here, the ACF was measured up to redshift $z=0.6$ using North from DR12 and from this point and forward was used only DR16 (we do not combine the observed galaxies of these two data set because DR16 already own galaxies observed on DR12). Further, we just use LRGs in analysis which were more extensively observed, offering more data.

### 3.2 Angular Correlation Function

A straightforward way to measure the $\xi(r)(2.100)$ is to count all galaxy pairs in the catalog that are separated by distance $r$, but to do this it is necessary to assume some
cosmological model to calculate the distances between galaxy's pairs. To avoid that, we can use the Angular Correlation Function (ACF). The idea is the same as the spatial correlation function, but we fix some effective redshift and count the pairs separated by some angular difference (Fig. 3.1). The angular correlation function $w(\theta)$ indicates the excess of the probability that galaxies to be separated by a certain angle $\theta$ compared to what they would be if they are randomly distributed.


Figure 7 - Representation of angular separation between galaxies into the shell
Illustration of a general redshift shell that contain several galaxies (red dots). The shell own internal and external radius $z_{1}$ and $z_{2}$, respectively. We also denote $z_{e f f}=\frac{z_{1}+z_{2}}{2}$, and

$$
\delta z=z_{2}-z_{1} .
$$

To calculate the angular distances, we use the equatorial coordinate system with origin at the center of the Earth. The angular positions are defined by the angles called Declination (latitude) that vary from $-90^{\circ}$ to $90^{\circ}$ (degrees of arc) and Right Ascension (Longitude) that vary from $0^{\circ}$ to $360^{\circ}$, see Fig. 8 . Therefore, assuming the galaxies into the shell has the same redshift (what is an approximation), the distance between two galaxies is just proportional to their angular distance calculated as [44]

$$
\begin{equation*}
\gamma\left(\theta_{1}, \theta_{2}\right)=\arccos \left(\sin \left(D_{1}\right) \sin \left(D_{2}\right)+\cos \left(D_{1}\right) \cos \left(D_{2}\right) \cos \left(R_{1}-R_{2}\right)\right) \tag{3.1}
\end{equation*}
$$

where $D_{i}$ and $R_{i}$ indicates the angular coordinates (declination and right ascension, that is $\theta_{1}=\left(R_{1}, D_{1}\right)$ and $\left.\theta_{2}=\left(R_{2}, D_{2}\right)\right)$ for i-th galaxy. Then, using just spherical trigonometry we can calculate the angular distance between the galaxies and count the number of pairs for each angular separation.


Figure 8 - Equatorial coordinate system and representation of angular position of two objects over celestial sphere.

### 3.2.1 Estimator for Angular Correlation Function

To extract the angular scale of BAO directly from the data (without using a cosmological model) we need to define an estimator to the ACF and how to calculate it. Once chosen a shell and its width, we count, for each possible value of angle $\theta$, the number of pair of galaxies using the function below

$$
\begin{gather*}
P(\theta)=\sum_{\theta_{1}} \sum_{\theta_{2}} \phi_{\theta}\left(\theta_{1}, \theta_{2}\right)  \tag{3.2}\\
\phi_{\theta}= \begin{cases}1, & \theta<\gamma\left(\theta_{1}, \theta_{2}\right)<\theta+\delta \theta \\
0, & \text { whatever else }\end{cases} \tag{3.3}
\end{gather*}
$$

where $\gamma$ is the angular separation calculated by the formula (3.1). The idea is to compare the count of pairs from a real catalog and a catalog created by the random process. The catalogs can have different sizes (number of galaxies), then a fair comparison just could be made if we normalize the counts. Further, we use the notation D (data) and $R$ (random) to the count from the real and random catalogs, respectively. The count of pairs normalized is shown below.

$$
\begin{align*}
D D(\theta) & =\frac{P_{D}(\theta)}{N_{D}\left(N_{D}-1\right)}  \tag{3.4}\\
R R(\theta) & =\frac{P_{R}(\theta)}{N_{R}\left(N_{R}-1\right)} \tag{3.5}
\end{align*}
$$

Where $N_{D}$ and $N_{R}$ mean the total number of galaxies in the catalogs real (data) and random, respectively. The most natural estimator for the angular function is the fractional difference between the real and random distribution

$$
\begin{equation*}
W_{N}(\theta)=\frac{D D-R R}{R R}=\frac{D D}{R R}-1 \tag{3.6}
\end{equation*}
$$

This is known as a natural estimator and was proposed by Peebles [45]. Actually, there are many other estimators proposed and the most used estimator is

$$
\begin{equation*}
W_{L S}(\theta)=\frac{D D-2 D R+R R}{R R} \tag{3.7}
\end{equation*}
$$

That estimator, proposed by Landy and Szalay, provides a smaller variance in comparison to the others [46]. Here the $D R$ is the normalization count of cross-pairs between real and random catalogs (cross-relation between the catalogs) .

$$
\begin{equation*}
P_{D R}(\theta)=\sum_{\theta_{1} \in D} \sum_{\theta_{2} \in R} \phi_{\theta}\left(\theta_{1}, \theta_{2}\right) \tag{3.8}
\end{equation*}
$$

Once the estimator is defined, it would be enough to estimate the BAO angular scale from catalogs, but there are some details about how to do this that need to be discussed yet.

### 3.3 Counting Pairs of Galaxies

It is important to understand some issues about released catalogs by BOSS and eBOSS. Each galaxy has the angular positions (RA and DEC), radial position (redshift) and statistical weights (and some other features that are not important for our analysis) avaiable on the catalogs.

### 3.3.1 Weights

The experiments do not observers the galaxies perfectly. Besides systematic effects, some other effects can change the counting of galaxies in some regions of the sky. For example, the sensors of telescopes can not detect some galaxies in the sky (the signal is probably missed) or can offer a not reliable redshift measure (redshift failure). Another effect that could occur is called "fiber collision", which means that galaxies with angular separation less than some value ( $62 \operatorname{arcsec}[47]$ ) can not be measured separately as two different targets. To deal with these effects are defined some statistical weights for each galaxy. Then, instead of count the galaxies as one (there is one galaxy) or zero (there is no galaxy) the count associate for each galaxy the combination of these weights [48]

$$
\begin{equation*}
w=w_{F K P} w_{s y s}\left(w_{r f}+w_{c p}-1\right) \tag{3.9}
\end{equation*}
$$

where $w_{r f}$ and $w_{c p}$ are weights to correct Redshift Failure and Close-Pairs (also called fiber collision), respectively. The $w_{\text {sys }}=w_{\text {star }} w_{\text {see }}$ is the weight associated with systematic effects, divided in two $w_{\text {star }}$ to correct the correlation between stellar density and galaxy counting (stars can change the counting of the real number of galaxies seen, mainly where stellar density is relativity greater), and in $w_{\text {see }}$ which is responsible to correct the impact of poor seeing conditions on the observed galaxy number density [47]. Another important weight insert in this expression is the $w_{F K P}$. This weight is responsible to deal with shot-noise and cosmic variance optimizing the clustering measurement defined as shown in [49]. The next subsection concerns to explain, in details, how all these weights enter the pairs counting necessary to estimate the ACF. Considering it, below is shown a example of it with and without $w_{F K P}$ weight. It can be observed (figure 9) that even the effect of using this weight being subtle, the variance is less sensitive to noise of the data.

$$
z=0.43(\delta z=0.01)
$$



Figure 9 - Example of estimating ACF with and without $w_{F K P}$.

### 3.3.2 $\mathrm{DD}, \mathrm{RR}$ and DR

Considering now the corrections given by the statistical weights shown before, The counting function (3.3) for $D D, R R$ and $D R$ needs to be modified. Then, it is now defined as

$$
\phi_{\theta}\left(\theta_{i}, \theta_{j}\right)= \begin{cases}w_{i} w_{j} & \theta<\gamma\left(\theta_{i}, \theta_{j}\right)<\theta+\delta \theta  \tag{3.10}\\ 0, & \text { whatever else }\end{cases}
$$

Where $w_{i}$ and $w_{j}$ are the total weights associated with the i-th and j-th galaxies, respectively. Note, when $w_{i}$ and $w_{j}$ are equal to 1 we obtain the special case of (3.3).

To rewrite DD and RR considering the statistical weights we define the matrix Wp , such that, the $\mathrm{Wp}_{i k}$ element contain the number of pairs between the i-th galaxy and other galaxies whose angular separation is between the $\theta_{k}$ and $\theta_{k}+\delta \theta$ (for some $\delta \theta$ that will define the resolution of the count 3.5), that means

$$
\begin{equation*}
W p_{i k}=\sum_{j>i} \phi_{\theta_{k}}\left(\theta_{i}, \theta_{j}\right)=w_{i}\left(\sum_{j>i} w_{j}\right) \text { for } \gamma_{i j} \in I_{k} \tag{3.11}
\end{equation*}
$$

where in the last equality, the sum over $j$ runs just for galaxies that form pairs with i-th galaxy within the angular interval $\left[\theta_{k}, \theta_{k}+\delta \theta\right] \equiv I_{k}(j>i$ to avoid repeating terms). Since the $\mathrm{DD}(\theta)$ and $\mathrm{RR}(\theta)$ means the normalized total counting of pairs separated by each value of $\theta$. Then, to obtain this quantity just sum each line of Wp and normalize. The DD without normalization is

$$
\begin{equation*}
D D\left(\theta_{k}\right)=\sum_{i} W p_{i k}=\sum_{i} w_{i}\left(\sum_{j>i} w_{j}\right) \text { for } \gamma_{i j} \in I_{k} \tag{3.12}
\end{equation*}
$$

The normalization is not difficult to calculate. It can be calculated summing the pair of catalog in all angular scales, which result in the normalization constant $N=\sum_{l} w_{l} \sum_{m>l} w_{m}=\frac{\left(\sum_{l} w_{l}\right)^{2}-\sum_{l} w_{l}^{2}}{2}$, where $l$ index runs over all galaxies of the catalog. Then, the DD counting with normalization gives

$$
\begin{equation*}
D D\left(\theta_{k}\right) \equiv 2 \frac{\sum_{i} w_{i}\left(\sum_{j>i} w_{j}\right)}{\left(\sum_{l} w_{l}\right)^{2}-\sum_{l} w_{l}^{2}} \text { for } \gamma_{i j} \in I_{k} \tag{3.13}
\end{equation*}
$$

Again, the calculus for $R R$ is the same, considering just galaxies from the random catalog.

$$
\begin{equation*}
R R\left(\theta_{k}\right) \equiv 2 \frac{\sum_{i} w_{i}\left(\sum_{j>i} w_{j}\right)}{\left(\sum_{l} w_{l}\right)^{2}-\sum_{l} w_{l}^{2}} \text { for } \gamma_{i j} \in I_{k} \tag{3.14}
\end{equation*}
$$

Although ifromis not the same, the $D R$ calculus has many similarities with $D D$ and $R R$. For the cross-count, it is not necessary to worry about repeat pairs, because we count pairs formed by galaxies from real data with those from random catalogs, then the index of equation (3.11) runs over different sets of galaxies. For $D R$ that equation change as

$$
\begin{equation*}
W p_{i k}=w_{i}\left(\sum_{j} w_{j}\right) \text { for } \gamma_{i j} \in I_{k} \tag{3.15}
\end{equation*}
$$

where $w_{i}$ is the weight of i -th galaxy from the real catalog and $w_{j}$ is the j -th weight of the random catalog. The angular separation is $\gamma_{i j}=\gamma\left(\theta_{i}, \theta_{j}\right)$ such that $\theta_{i}$ and $\theta_{j}$ are the angular positions of i-th and j-th galaxies from different catalogs, respectively. With the same idea as before, the non-normalization count gives

$$
\begin{equation*}
D R\left(\theta_{k}\right)=\sum_{i} w_{i}\left(\sum_{j} w_{j}\right) \text { for } \gamma_{i j} \in I_{k} \tag{3.16}
\end{equation*}
$$

The normalization is simply $N=\sum_{l} w_{l} \sum_{m} w_{m}$ (note that $l$ and $m$ runs over all catalog), and the normalization counting of $D R$ gives

$$
\begin{equation*}
D R\left(\theta_{k}\right)=\frac{\sum_{i, j} w_{i} w_{j}}{\sum_{l, m} w_{l} w_{m}} \text { for } \gamma_{i j} \in I_{k} \tag{3.17}
\end{equation*}
$$

Once calculated $D D, R R$ and $D R$ for the shell we can estimate the ACF for each $\theta_{k}$ of interest

$$
\begin{equation*}
W\left(\theta_{k}\right)=\frac{D D\left(\theta_{k}\right)-2 D R\left(\theta_{k}\right)+R R\left(\theta_{k}\right)}{R R\left(\theta_{k}\right)} \tag{3.18}
\end{equation*}
$$

### 3.4 Mocks and Covariance Estimation

To know the error bars of ACF we need to estimate the covariance matrix. It would be necessary to measure the ACF many times to estimate the covariance from data, but to obtain a more statistical robust estimation we use Mock Catalogs. These catalogs are simulations of real catalogs and consider not just the theoretical physics to simulate the distribution of galaxies on large scale but also consider the simulation of features from the process of measuring to make it more realistic. The process to estimate the covariance from Mock is straightforward, we calculate the ACF (as described in the section 3.3 ) for many different mock catalogs and take the covariance between them like

$$
\begin{equation*}
\operatorname{COV}\left(\theta_{i}, \theta_{j}\right)=\frac{1}{N-1} \sum_{k}\left(W_{k}\left(\theta_{i}\right)-\bar{W}\left(\theta_{i}\right)\right)\left(W_{k}\left(\theta_{j}\right)-\bar{W}\left(\theta_{j}\right)\right) \tag{3.19}
\end{equation*}
$$

Where $W_{k}$ is the ACF of k -th Mock Catalog and $\bar{W}$ is the average of ACF over all of them. For our analysis, we use 1000 Mock Catalogs $(N=1000)$ that simulate real catalogs and just one random catalog (which is about 50 or 20 times larger than the Mock-real simulation). For example, to compare with the distribution of Fig. 6 we show the distribution for one Mock:


Figure 10 - Here is shown the redshift distribution of a general Mock Catalog. The Mockrandom catalog in the figure is 20 times larger than Mock-real. Note that the shape of Mocks catalog is preserved in the simulation.

In order to produce the Mock catalogs, it is necessary to assume a cosmological model. This creates a bias over the covariance matrix. However, the covariance enters in the analysis as the errors and correlations between the measurements, in other words, this bias inserts an uncertainty over the covariances, second order of relevance, being irrelevant in the face to other sources of uncertainties that come from the data itself.

### 3.5 The BAO Signal

As already mentioned, the count of pairs runs over the galaxies contained by the redshift shell, in other words, we need to slice the catalog in several spherical shells. As the measurement of angular correlation comes from these counts, the estimates should improve if increase the number of galaxies, which suggests we to take thicker shells and collect more galaxies. Although, to take thicker of the shells creates a bias over the BAO signal as we will see.

### 3.5.1 Radial Projection and Angular Bins

The BAO scale indicates the distance in which the distribution of galaxies has an excess probability when compared with the Poisson distribution. The angular correlation function depends just on the difference of angle positions (calculated by 3.1) because assumes that the radial difference is zero, and then it just measures the transversal (about our line of sight) signal of BAO. However, in the catalog data, the redshift of galaxies is never the same, as shown in the figure 11.


Figure 11 - Representation of shells with different width of redshift
The images show a schematic illustration of the radial difference between any pairs of galaxies (red dots) for two shells with the same effective redshift (they have the same density mean) but with different widths. Image (a): the shell is tiny, then the average redshift difference between the galaxy is small. Image (D): the width shell is thicker, then it can contain galaxies with a large difference in the redshift. We see that angular separation between the $g_{1}$ and $g_{2}$ is almost the same as $g_{1}$ and $g_{3}$, but the physical distance is not the same, and the average of this difference is larger as increase the width.

When is used the formula (3.1) we are projecting the position of all galaxies contained by the thickness of the shell in the same effective radius (redshift), and so the radial distribution causes some interference in the detection of angular BAO signal. Because of that, the transversal BAO signal is diluted (mixed) with the radial signal, that
can decrease and displace the peak to smaller angles when calculating the ACF with (3.18). Concerning that, we could choose a width smaller (avoiding the radial signal) but this means decreasing the number of galaxies, and the statistical robustness. So, it is necessary to find a balance between minimizing the radial effects and obtaining a relevant bump (signal) in the ACF (see Fig. 12).


Figure 12 - The angular correlation function measured for two shells with the same radius $\left(z_{e f f}=0.43\right)$ but with different width $(\delta z)$. Even with more galaxies, it is evident the attenuation of the peak for the thicker shell because of the radial projections.

Another issue necessary to deal with is the angular bins $\Delta \theta$ that we need to choose to estimate the ACF. This choice is relevant because if the angular bin is very large it can lose information and not detect the peak of BAO. On the other hand, if the angular bin is very small, the measurement would be sensible to any count fluctuations (much noise) and more galaxies are necessary to detect a relevant signal of BAO. The redshift of the galaxies does not cross the $z=1.0$, then the angular scale for BAO that we hope to measure is about $\theta=\left[1.5^{\circ}, 7^{\circ}\right]$ (angular scales larger than $7^{\circ}$ are expected for redshift smaller than 0.3 , where the density of BOSS's catalogs is very low). As shown in the paper [5], the best results (which shown relevant peak compared to the noise) come from the choices for angular separation about $\Delta \theta \approx 0.38,0.32,0.3$. It shows that the bins larger appear the peak of BAO more diluted compared. Our work use $\Delta \theta=0.3$ as the standard value for the angular bins (the value $\Delta \theta=0.2$ was also tested but appears a lot of noise).

### 3.5.2 Detecting the Signal

If the galaxies were distributed randomly, we expect a Poisson Distribution [35], and then the numbers of pairs separated by angle $\theta$ would decrease as their separation increase, following a power law [11]. Because the matter shows a preferable scale where it accumulates (sound horizon) we expect to see that as a bump in the ACF. We can estimate the transverse angular distance of the specific scale with the parametrization for ACF given by [11]

$$
\begin{equation*}
W(\theta)=A+B \theta^{\nu}+C e^{-\frac{\left(\theta-\theta_{F I T}\right)^{2}}{2 \sigma^{2}}} \tag{3.20}
\end{equation*}
$$

where the power law captures the Poisson distribution behavior and the Gaussian bump that appears disturbing the first. The physical relevant parameter here is the $\theta_{\text {FIT }}$ that marks the angular scale of the sound horizon. To obtain a robust result about constraints of the measurement, we explore the parameter space with EMCEE [12], an open-source sampler for Markov chain Monte Carlo (MCMC), and use GETDIST [13] in the analysis of the chains, obtaining the confidence intervals. During in the in the test stage of this work others phenomenological models were compared. All of them are variations of (3.20), for example adding exponential terms, that increase the numbers of parameters. Although they own more parameters the efficiency of the fit was, in general, not better than the model above (looking to Chi-squared reduced $\chi_{r}^{2}$ ). Then, we use in the real analysis just the phenomenological model (3.20) which result equivalent fit precision with less parameters when compared with its variants.

Important to note that this is not the final result for the angular peak of BAO. Since we infer the peak from ACF measured from a shell with finite width, it suffers an apparent displacement because of the radial effects explained before. To deal with this bias is necessary to deduce a way to correct that displacement.

### 3.5.3 Correction of the $\theta_{F I T}$

As the redshift width is increased, the transverse signal of the BAO (the target in this work) is mixed with the radial signal. This effect decrease for thinner shells. Then, we can hope that the $\theta_{F I T}$ would be equal to the real peak of BAO, denoted as $\theta_{B A O}$, if the thickness is approximate to zero. In this work, a method to estimate a correction for the $\theta_{F I T}$ and estimate the real $\theta_{B A O}$ was developed. Assuming it is known the functional form of $\theta(\delta z)$ (just for very small values of $\delta z$ ), we can define the relative difference between the peak measured from a shell with width $\delta z \neq 0$ and the $\delta z=0$.

$$
\begin{equation*}
\alpha(\delta z)=\frac{\theta_{0}-\theta(\delta z)}{\theta_{0}} \tag{3.21}
\end{equation*}
$$

Where $\theta_{0}=\left.\theta(\delta z)\right|_{z=0}$. We are denoting the functional form just by $\theta(\delta z)$, while the measurement from the shells are by $\theta_{F I T}(\delta z)$. Then, the goal is to estimate the behavior of $\theta$ to fit the correction $\alpha$ (which will be used to correct the best $\theta_{F I T}$ for each effective redshift later).

As shown in the paper [11], this correction factor (which was calculated by simulating many different cosmological models) increases with the width of the shell (Figure 13) and there are two features about the behavior of this factor. The first one, it appears does not depend so much of the cosmological model for tiny shells. The second feature is about the shape of the curve, which does not depend on the redshift. The apparent displacement increase with $\delta z$ (as it was expected) from a minimum local (as see in 13), then we can expand the function $\alpha$, as well as the model for $\theta(\delta z)$, in a Taylor series until second order of $\delta z$. We work in the region close to a stationary point of the function (the regime we are using in the analysis $\delta z \leq 0.02$ ). Therefore we model it as

$$
\begin{equation*}
\theta(\delta z)=\theta_{0}+B \delta z^{2} \tag{3.22}
\end{equation*}
$$

with the free parameters $\left\{\theta_{0}, B\right\}$. Therefore, the idea is calculate the ACF to many shells with the same effective redshift $\left(z_{e f f}=\frac{z_{2}+z_{1}}{2}\right)$ but with different thickness (for example, $\{\delta z\}=\{0.005,0.0075,0.010,0.0125,0.015,0.0175,0.02\}$ ), use them to fit (3.22) and from that find out the correction factor (3.21).


Figure 13 - Simulations of $\alpha$ correction [11]
This shows the evolution of the shift of the $\theta_{\text {FIT }}$ with the redshift bin for the 14 cosmological models. Each color represents a shell with a certain radius and the horizontal axis represents its
thickness. Each line of the same color represents one cosmological model simulation.

Finally, we use the $\alpha(\delta z)$ to correct the values of the $\theta_{F I T}$ already measured (in the same redshift $z$ ). The correction definition must be the same for the measurement, then as in (3.21)

$$
\begin{equation*}
\frac{\theta_{0}-\theta(\delta z)}{\theta_{0}}=\alpha(\delta z)=\frac{\theta_{B A O}-\theta_{F I T}(\delta z)}{\theta_{B A O}} \tag{3.23}
\end{equation*}
$$

Then, we expect that $\theta_{F I T}$ be corrected like

$$
\begin{equation*}
\theta_{B A O}=\frac{\theta_{F I T}(\delta z)}{1-\alpha(\delta z)} \tag{3.24}
\end{equation*}
$$

Note that although the measurement $\theta_{\text {FIT }}$ and the model of $\alpha$ depend on $\delta z$, the $\theta_{B A O}$ is not a function of it, because $\theta_{B A O}$ is the real value of BAO peak, which would be calculated in an ideal scenario where all the galaxies have the same redshift radius from
the observer. The value of $\theta_{B A O}$ needs to converge to the same, for whatever the $\delta z$, for example see Fig. 18.

## 4 RESULTS

In this chapter, we show the features of ACF measured (using DR12 and DR16 Galaxies North's Catalogs) and preliminary results for the localization of its peak as a function of redshift. Moreover a preliminary analysis using the angular scale measured in this work to constraint some cosmological parameters.

### 4.1 Detecting the $\theta_{\text {FIT }}$

It was necessary to slice the catalogs into many shells. The regions $z<0.3$ and beyond $z>0.67$ own few galaxies to obtain a reliable analysis (see Fig. 6). The shells of different effective redshifts were selected without superposition, so they are independent measurements. As explained in the section 3.5, to the same effective redshift, shells with different thicknesses were used to measure the ACF, and we took the one with the best constraints over the BAO peak $\theta_{F I T}$. in Fig. 14, we have some examples of best fits found out. In the Fig. 15 we can see the constraints over the parameters for the same examples.


Figure 14 - Some examples of ACF (black dots) plots with their respectively best fit (blue line) found out by a global optimization method. As said before, the error bars shown here comes from diagonal of covariance matrix. The graphics of complete analysis are in the appendix B

The plots above show the distribution of the parameters that try to minimize the expression

$$
\begin{equation*}
\chi^{2}=\sum_{i j}\left[W_{i}-W\left(\theta_{i}\right)\right] C_{i j}^{-1}\left[W_{j}-W\left(\theta_{j}\right)\right] \tag{4.1}
\end{equation*}
$$

Where $W_{i}$ are the ACF measured from the data, $W\left(\theta_{i}\right)$ is the parametrization calculated at $\theta=\theta_{i}$ and $C_{i j}$ is the Covariance Matrix deduced from Mock Catalogs (For instance, see Fig. 16). Below, we explore the parametric space (starting from the point found out by global optimization) with a MCMC algorithm.


Figure 15 - The values are constrained over the regions (marginalized posterior distribution) with $68 \%$ and $95 \%$ confidence levels. It was used the open-source code EMCEE [12] to explore the parametric space (MCMC) and the codes available by GetDist to plot the distributions above [13]. See the appendix B for all analysis.

The image 15 shows some examples of constraints over the parameters that fit the peak. Although the localization of the peaks are well constrained $\left(\theta_{\text {FIT }}\right.$ is the relevant parameter here), we can not always constraint the amplitude C and the width of the peak. This can be consequences from the random fluctuations (produced by nonlinear scales) and radial projection of BAO that produces perturbations of the ACF (see the shell $z_{\text {eff }}=0.63$ on 15 , the $\sigma$ tends to achieve small values, scale characteristic of random fluctuations, that is, noise). For instance, the general appearance of the covariance and correlation matrices are shown below:


Figure 16 - A typical Covariance (left) and Correlation (right) Matrices deduced from 1000 Mocks Catalogs (This in particular refers to shell $z_{\text {eff }}=0.51$ and $\delta z=0.01$ ).

An important test about the statistical relevance of the MCMC analysis is its level of convergence. MCMC is a stochastic method, and we do not have any theorem that ensures the convergence of the chain to some point in the parametric space. Although we can estimate the statistic relevance of the point for what the chain apparently converges with the Autocorrelation Time. At the beginning of the chain, the samples are not independent of the initial positions, and so a small chain would not give us a good estimate of the posterior that we are looking for. In other words, the autocorrelation time gives us the estimation of how many steps (how much time since the beginning of sampling process) it is necessary to the chain forgets where it starts, see the appendix A. As all MCMC analyses, we have tested our chains and all of them show good estimation about the autocorrelation time, fortifying our confidence about the convergence of the chains. Below we show some examples of autocorrelation time estimation (all the cases followed the same pattern).


Figure 17 - The image shows the estimation of correlation time of parameter $r_{d} h$ for the best fits with redshift $z=0.43,0.55,0.61,0.63$. The dashed line defines the limit (when crossed it) from what a reasonable estimate of autocorrelation time is obtained. See the appendix B.

The figure 17 shows the estimation of autocorrelation time in function of samples (number of steps). The true autocorrelation time is the value for what the curve would reach in an infinity number of steps. We see that, once the number of samples increases in the calculus of autocorrelation time the curve is closer to the horizontal line that defines the true value of the autocorrelation time. As said in the appendix A, the estimation of autocorrelation time starts to be reasonable for the chains longer than $50 \tau$, that means when the estimates cross the line defined by $\tau=\frac{N}{50}$. A complete result for all the best shells analyzed are organized on the table 2.

### 4.2 Best $\theta_{B A O}$

In the section 3.5, was explained why the finite width inserts a bias over the measured of $\theta_{F I T}$. We proposed a method to extract a correction factor directly from the data using shells with various thicknesses, and from that to infer their displacement by what the peak undergoes. Some examples of how the peak is displaced are shown in the Fig. 18.

| $z_{\text {eff }}$ | $\delta \mathrm{z}$ | Number of Galaxies | $\theta_{F I T}$ | $68 \% \mathrm{CL}$ | $95 \% \mathrm{CL}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.37 | 0.020 | 28113 | 6.01 | ${ }_{-0.17}^{+0.14}$ | ${ }_{-0.34}^{+0.39}$ |
| 0.43 | 0.010 | 14329 | 4.97 | ${ }_{-0.08}^{+0.1}$ | ${ }_{-0.2}^{+0.19}$ |
| 0.45 | 0.010 | 20247 | 4.36 | ${ }_{-0.15}^{+0.16}$ | ${ }_{-0.7}^{+0.69}$ |
| 0.51 | 0.0075 | 24871 | 4.79 | ${ }_{-0.14}^{+0.14}$ | ${ }_{-0.41}^{+0.43}$ |
| 0.53 | 0.010 | 32433 | 4.15 | ${ }_{-0.13}^{+0.13}$ | ${ }_{-0.1}^{+0.24}$ |
| 0.55 | 0.0075 | 22359 | 3.65 | ${ }_{-0.32}^{+0.1}$ |  |
| 0.57 | 0.0075 | 20169 | 4.49 | ${ }_{-0.08}^{+0.14}$ | ${ }_{-0.2}^{+0.18}$ |
| 0.59 | 0.005 | 11635 | 4.23 | ${ }_{-0.13}^{+0.21}$ | ${ }_{-0.39}^{+0.33}$ |
| 0.61 | 0.0125 | 28385 | 3.85 | ${ }_{-0.33}^{+0 . .65}$ |  |
| 0.63 | 0.020 | 37630 | 3.56 | ${ }_{-0.47}^{+0.09}$ | ${ }_{-0.19}^{+0.19}$ |

Table 2 - The result of $\theta_{F I T}$ for the best width.


Figure 18 - These examples show the typical displacement by what the peak undergoes. The red dots are the $\theta_{F I T}$ and the blue dots are the peaks corrected by the factor $\alpha$ (deduced from the fit represented by the black line), that is $\theta_{B A O}$. We see that the peak goes to smaller angle values as increase the width ( $\delta z$ ) of the shell. Note also after the correction the peaks tend to form a straight line, around the $\theta_{B A O}$ value (as we expect, because the final value can not depend of the width of the shell).


Figure $19-\alpha$ correction deduced directly from the data

Note that some shells were not used, for instance the $\delta z=0.02$ (for $z_{\text {eff }}=0.43$ ) and $\delta z=0.0175,0.02$ (for $z_{\text {eff }}=0.55$ ). They are neglected because their transverse BAO signals already were stifled by the radial BAO projections (as can be seen in the example 12), then the localization of the peak is not reliable in these shells. Thinner shells also can be neglected, if they do not have galaxies enough to obtain a robust statistical measurement and have a lot of noise. Note that the factor correction remains of order $1 \%$ within the region that our analysis is $(\delta z \leq 0.02)$ as can be seen in the table 3 , the complete result of this analysis.

| $z_{\text {eff }}$ | $\theta_{\text {FIT }}$ | $\theta_{\text {BAO }}$ | $68 \%$ CL | $\alpha(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.37 | 6.01 | 6.26 | ${ }_{-0.17}^{+0.15}$ | 3.9 |
| 0.43 | 4.97 | 5.03 | ${ }_{-0.08}^{+0.1}$ | 1.1 |
| 0.45 | 4.36 | 4.42 | ${ }_{-0.15}^{+0.17}$ | 1.3 |
| 0.51 | 4.79 | 4.85 | ${ }_{-0.14}^{+0.14}$ | 1.20 |
| 0.53 | 4.15 | 4.15 | ${ }_{-0.1}^{+0.13}$ | 0.0 |
| 0.55 | 3.65 | 3.68 | ${ }_{-0.08}^{+0.1}$ | 0.7 |
| 0.57 | 4.49 | 4.49 | ${ }_{-0.13}^{+0.14}$ | 0.0 |
| 0.59 | 4.23 | 4.25 | ${ }_{-0.19}^{+0.22}$ | 0.5 |
| 0.61 | 3.85 | 3.87 | ${ }_{-0.07}^{+0.07}$ | 0.3 |
| 0.63 | 3.56 | 3.56 | ${ }_{-0.08}^{+0.09}$ | 0.0 |

Table 3 - Table that includes the $\theta_{B A O}$ results. Note the uncertainties increase by the factor $\alpha$ as well.


Figure 20 - Peaks displacements of the effective redshift $z_{\text {eff }}=0.53,0.57,0.63$ measured.

Even the determination of the $\alpha$ factor working for most cases, there are three cases where it did not work, that is when $z_{\text {eff }}=0.53,0.57,0.63$ (Fig. 20). The peaks fluctuate around a straight line along $\delta z$, so the fit of the points to find that the correction factor was not possible. Below is shown a visual difference between the angular scale of BAO measured in this work and those predicted by parameters of the best fit from [1].


Figure 21 - On the left image it is shown the angular scale predicted by the parameters of the best fit Planck 2018 [1] together with the measurements of this work. On the right, we normalize the same graphic with the predicted curve.


Figure 22 - Here was added the measurements of angular BAO scale from previous works [4], [14], [5], [6].

### 4.3 Constraints on Cosmological Parameters

Once measured the angular BAO scale, we can use that information to infer the best values of parameters from some cosmological model. As we know, the angular scale
can be related to some cosmological model through the expression below

$$
\begin{equation*}
\theta(z)=\frac{r_{d}}{(1+z) D_{a}(z)} \tag{4.2}
\end{equation*}
$$

where $r_{d} \equiv r_{s}\left(z_{d r a g}\right)$, that means the sound horizon calculated in $z_{d r a g}$, which is the redshift when the baryons are no more dragged by the photons. The diameter angular distance ( $D a$ ) is given by the expression (1.34) and it inserts the proportionality of $H_{0}$ in the expression. The logarithm of likelihood used for BAO data (how we call the data set measured by this work) is proportional to the expression below

$$
\begin{equation*}
\chi_{B A O}^{2}=\sum\left(\frac{\theta(z)-\theta_{B A O}(z)}{\sigma_{B A O}}\right)^{2} \tag{4.3}
\end{equation*}
$$

where $\theta(z)$ is the theoretical expression given by (4.2), $\theta_{B A O}(z)$ are the angular scale measured in this work and $\sigma_{B A O}$ is the standard deviation ( $68 \%$ of confidence level) of the data. Considering the $\Lambda C D M$ model we use the MCMC method to explore the parametric space formed by the set $\left\{r_{d} h, \Omega_{m}\right\}$, where we have used the definition $\left(H_{0}=100 h \frac{k m}{s M p c}\right)$. Note that there is a degeneracy in the determination of $r_{d}$ and $H_{0}$ parameters from the above expression, which means that we can not determine the values $r_{d}$ and $H_{0}$ independently.



Figure 23 - The first image (left) shows the distribution proportional to the posterior that we have obtained from MCMC analysis to the parameters $r_{d} h$ and $\Omega_{m}$, and their respective expected values. The second image (right) is shown the same distribution together with the distributions from Planck 2018.

We see, in the image above, that despite there is a difference of sound horizon $\left(r_{d} h\right)$ values resulted from the Planck and Angular BAO-only analysis the tension between them
is smaller than one sigma (see the table 4) because of the large error bars (confidence level) of the parameter. Using additional independent data could set tighter constraints to the parameter. Another data set used in the analysis is the apparent magnitude of supernovas available by the Pantheon catalog [50], which gives us 1048 measures. It helps us to constraint the quantity of matter in the universe. The apparent magnitude of supernovae can be considered a function of redshift given by

$$
\begin{equation*}
\mu(z)=m_{b}-M_{b}=5 \log \left\{D_{L}(z)\right\}+25=5 \log \left\{\frac{(1+z) c}{H_{0}} \int_{0}^{z} E\left(z^{\prime}\right)^{-1} d z^{\prime}\right\}+25 \tag{4.4}
\end{equation*}
$$

Where $m_{b}$ is the apparent magnitude, $M_{b}$ is the absolute magnitude and $D_{L}(z)$ is the luminosity distance given by the expression (1.32), with the velocity of light in $\frac{\mathrm{km}}{\mathrm{s}}$ units and considering the a flat universe. Considering the $\Lambda C D M$ model we use the MCMC method to explore the parametric space formed by the set $\left\{r_{d}, H_{0}, \Omega_{m} M_{b}\right\}$. To break down that degeneracy between $r_{d}$ and $H_{0}$, we need to insert some additional information on the analysis, like informative prior distribution. Then, we use flat priors for all parameters except in $M_{b}$, for which we have used a Gaussian as prior with mean and standard deviation $-19.2435 \pm 0.0373$ (that prior is the value that can be inferred from analysis of SH0ES collaboration as explained here [51]).

To the supernovae data set, we have the

$$
\begin{array}{r}
\chi_{S n}^{2}=\left(m_{b}-m_{b}(z)\right) \cdot \Sigma^{-1} \cdot\left(m_{b}-m_{b}(z)\right) \\
\quad \chi_{S n}^{2}=\left(y(z)-M_{b}\right) \cdot \Sigma^{-1} \cdot\left(y(z)-M_{b}\right) \tag{4.6}
\end{array}
$$

where we have defined the function $y(z)=m_{b}-\mu(z)$ ( $m_{b}$ is the apparent magnitude measured and $m_{b}(z)$ the function of apparent magnitude). The covariance matrix is represented by the $\Sigma$, and it is calculated as $\Sigma=\Sigma_{\text {error }}+\Sigma_{\text {sys }}$ ( $\Sigma_{\text {error }}$ is the diagonal matrix with uncertainties of $m_{b}$ measure and $\Sigma_{s y s}$ the matrix with systematic effects). Finally, the total $\chi^{2}$ function is given by

$$
\begin{equation*}
\chi^{2}=\chi_{B A O}^{2}+\chi_{S n}^{2} \tag{4.7}
\end{equation*}
$$

With this $\chi^{2}$ function we have the posterior distributions shown in the figures below


Figure 24 - Both images above show the distribution in parametric using SH0ES prior on $M_{b}$. In the right side the image compare it with the distribution from Planck 2018 results.

In order to avoid some bias that could come from the prior on $M_{b}$ used before, we can redefine our set of parameters and look for a value of $r_{d} h$ (where $H_{0}=100 h \frac{\mathrm{~km}}{s M p c}$ ). To do that, we rewrite the equation (4.4) such that

$$
\begin{equation*}
m_{b}=5 \log \left\{\frac{(1+z) c}{100} \int_{0}^{z} E\left(z^{\prime}\right)^{-1} d z^{\prime}\right\}+25+\hat{M}_{b} \tag{4.8}
\end{equation*}
$$

where we define a new parameter $\hat{M}_{b} \equiv M_{b}-5 \log \{h\}$. Then, using the set of parameters $\left\{r_{d} h, \Omega_{m}, \hat{M}_{b}\right\}$ we can to constraint them without using some informative prior, avoiding bias. We just use flat priors, and the result is shown below


Figure 25 - This image shows the distribution in parametric using flat prior on $\hat{M}_{b}$.

Again, testing the robustness of the analysis we can calculate the estimation of autocorrelation time to each analysis, shown below in the figure 26


Figure 26 - Convergence test for each MCMC analysis, following the algorithm available by EMCEE A

We can comparer our results (with and without SH0ES priors) with those from the Planck 2018 as shown in the figure 27


Figure 27 - In the left image it is shown the distribution in parametric as a result of analysis in Planck 2018 and this work using just BAO data (grey distribution), BAO plus supernovae data with flat priors (red distribution) and with SH0ES prior (blue distribution). In the right image it is shown the same distributions except that comes from BAO data only (it is like a zoom to see better the small difference between the distribution that comes from flat and SH0ES prior).


Figure 28 - This image shows the curve of angular scales given by 4.2 and using the best fit of the above analysis.

We can see in the figure 27 that, even using the flat prior to avoid some bias, the posterior distribution tends to agree with the analysis that has used the SH0ES prior. We can estimate the tension between the results from Planck 2018 and our analysis over the parameter $r_{d} h$ using the formula

$$
\begin{equation*}
\text { Tension }=\frac{\left|r_{d} h-r_{d} h_{\text {planck }}\right|}{\sqrt{\sigma^{2}+\sigma_{\text {planck }}^{2}}} \tag{4.9}
\end{equation*}
$$

So, the tension find out in this analysis using flat prior and SH0ES prior on the absolute magnitude of supernovae is about $2.3 \sigma$ and $2.2 \sigma$, respectively (as can be seen in the table 4).

| Analysis | Data set | $r_{d} h$ | $68 \%$ CL | Tension with PL18 |
| :---: | :---: | :---: | :---: | :---: |
| PL18 | CMB | 99.23 | $\pm 0.94$ | - |
| Flat Prior | BAO | 103.4 | $\pm 5.7$ | $0.72 \sigma$ |
| SH0ES Prior | BAO+Sn | 102.6 | $\pm 1.17$ | $2.2 \sigma$ |
| Flat Prior | BAO+Sn | 102.7 | $\pm 1.21$ | $2.3 \sigma$ |

Table 4 - Table that summarize the results of analysis.

## 5 CONCLUSIONS

In this work, we have used the last catalogs of galaxies released by the SDSS (DR12 and DR16) until now, to estimate the Angular BAO scale. The method used here consists in to count the pairs of galaxies, weighted by statistical factors (3.3), with approximated same redshift. Using the estimator for ACF proposed by Landy and Szalay [46], we can fit it with a phenomenological model that mixes a power law and a gaussian function (3.20). Due to the finite thickness of the redshift shells, a bias over the localization of the bump of ACF is inserted. In order to correct this displacement in the bump, we try to find out the behavior of peaks as we change the thickness of the redshift shells. Then, we calculate the peak of ACF for different redshift widths $(\delta z)$, at each effective redshift $\left(z_{e f f}\right)$. Then, we use an almost cosmology model-independent method to make these measurements (the only dependence of some cosmological model inserted in this method comes from the calculation of covariance matrix which uses Mocks produced by some fiducial cosmology, even though, this cosmology model dependence is weak).

Until now, we have obtained ten measurements of the angular BAO scale using independent bins of redshift. They show considerably smaller uncertainties compared with previous estimates (that also comes from an almost model-independent methodology as [5], [6] and [4]), which can be consequence that we use currently data with density of galaxies increased. Besides, it was verified a clearly displacement of angular bump in ACF, as we change the width of redshift shells, for almost effective redshift in the analysis, except by the $z_{\text {eff }}=0.53,0.57,0.63$. After the corrections in the localization of the bump in ACF, deduced from this phenomenology, the final result of the peaks $\left(\theta_{B A O}\right)$ changed about $1 \%$ of the value fitted initially $\left(\theta_{F I T}\right)$, which agree with what was suggested by simulations of cosmological models [11].

The result of our preliminary analysis suggests a disagreement between the values predicted by the best fit of CMB data (Planck 2018 [1]) and the angular BAO scale measured by an almost independent cosmological method within a redshift interval $0.37 \leq z \leq 0.63$ (see figures 27 and 28). Using just the BAO angular data, measured in this work, we can not set strong constraints on the parameter $\Omega_{m}$, neither $r_{d} h$ as consequence (larger error bars provide the small tension of $0.72 \sigma$ to the Planck result). Using additional data set of supernovae these constraints become tighter over the $\Omega_{m}$ (the data set of supernovae does not carry relevant information about sound horizon in this analysis), and then the $r_{d} h$ is more constrained as well. From the analysis including supernovae data the tension was calculated in this work reaching about $2.3 \sigma$. This work is in progress yet, and after obtaining all data points (we intend to increase the number of independent measurements of angular BAO scale for redshift between $0.33 \leq z \leq 0.65$ ) we can make a more complete analysis about this tension, including more convergence tests of analysis already done.
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## APPENDIX A - STATISTICAL TOOLS

The advance of observational cosmology, collecting more data for each day, has required the use of methods to deal with much data, extracting from them relevant information to guide us in the understanding of the universe. Then, statistical tools are fundamental to data analysis in different areas of knowledge, including cosmology.

## A. 1 Fundamental Concepts

When we are describing a deterministic theory, in classical mechanics, for example, we can have functions of space that indicate a certain value to each position of space. When we go to the reality of some experiments we need to deal with uncertainties over the measurements, considering our example here, that means we can obtain different values of that function for the same position of space. To be able to investigate and compare the measurements with theory e need to define some concepts.

## A.1.1 Random Variables

There are more general definitions of random variables (RV) but here we can use them as functions that map a sample space (the space of outcomes) to some real space. For example, in an experiment of tossing a coin the sample space is $\{$ head,tail $\}$, and we can define some random variable that gives us 0 when we get head and 1 for tail, in other words, the values of that function is not predictable, because the tossing coin event is not deterministic, it just have probabilities to outcome head or tail. That definition is important because all that we can measure is, essentially, a random variable. Because of that, to obtain a robust measure about any observable we need a huge sample to have reliable estimates. In the limit where the RV can assume continuous values, we can define a probability distribution function (PDF)

$$
\begin{equation*}
f(x) d x=P(x) \tag{A.1}
\end{equation*}
$$

where $\int f(x) d x=1$ and $f(x) \geq 0$. Here $x$ represent all possible real values that some RV can assume, and $P(x)$ the probability that RV can assume a value between $x$ and $x+d x$. That definition is straightforward extended to n random variables, as $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. When we are dealing with more than one RV it could exist another aspect important. If the RV are independent, that means, their outcomes do not affect the probabilities of RV outcomes, then we can write the total PDF as $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \ldots f_{n}\left(x_{n}\right)=\prod_{i}^{n} f_{i}\left(x_{i}\right)$.

Once collected the data, it is needed to use some rules to calculate the observable directly from the data. That rule to estimate some observable is called Estimator. there may be several different rules to estimate the same observable from the data, and each of them has properties that can be used as criteria of choice. Then, consider that $\theta$ is a parameter (observable) that can be inferred from data (that is from pdf $f(x)$ ) by the estimator denoted as $\hat{\theta}$. The estimator can have the following properties

- Consistency: If the estimated value $\hat{\theta}$ approximate to the parameter $\theta$ arbitrarily as the number of data ( n ) tends to infinity, then we say that $\hat{\theta}$ is a consistent estimator. That means, the probability of obtaining an estimative different from the parameter of distribution is

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P(|\theta-\hat{\theta}|>\epsilon)=0 \tag{A.2}
\end{equation*}
$$

for every $\epsilon>0$.

- Bias: The expected value of any RV $g(x)$ (note that functions of RV, in that case, x , are also RV) is defined as

$$
\begin{equation*}
E[g(x)]=\int g(x) f(x) d x \tag{A.3}
\end{equation*}
$$

where the $f(x)$ is the pdf of $x$. That definition is the same for estimators as they are functions (rules) of the data (RV). Then, we can define the Bias of the estimator as

$$
\begin{equation*}
b=E[\hat{\theta}]-\theta \tag{A.4}
\end{equation*}
$$

We said that estimator $\hat{\theta}$ is unbiased if $b=0$, which means, its expected value is equal to the value parameter of the distribution.

- Efficiency: The definition of variance of some $\mathrm{RV} \mathrm{g}(\mathrm{x})$ is:

$$
\begin{equation*}
V[g(x)]=\int(g(x)-E[g(x)])^{2} f(x) d x \tag{A.5}
\end{equation*}
$$

Once we have many experiments, and many estimates of the expected value of $\hat{\theta}$, then we can calculate the variance of it. Then, we define the Mean Square Error (MSE) as an estimator of how much we expect that the estimator $\hat{\theta}$ spread out from the parameter value $\theta$

$$
\begin{equation*}
M S E=E\left[(\hat{\theta}-\theta)^{2}\right]=V[\hat{\theta}]+b^{2} \tag{A.6}
\end{equation*}
$$

Then, we have the statistical and systematic effects in the total error. In general, the bias comes from some previous concepts in the definition of estimator rule, which can be reduced considering a rule more complex (more general with more freedom degrees). Although that, the variance increases with the complexity of the estimator, if the number of data keeps the same quantity (there is a more complex estimator with the same data, the statistical error increases). In other words, there is some trade-off between variance and bias. Then, it is common to choose an estimator that minimizes the MSE, which means, that relation between bias and variance (look for a balance between them). The property of how much the estimator minimizes the MSE can be seen as efficiency.

## A. 2 Bayes' Theorem

Consider the notation $P(A \mid B)$ as the probability of obtaining outcome from A after already have got B . If the $P(A \cap B)$ is the probability of outcome be from A and B subsets, then we have

$$
\begin{equation*}
P(A \cap B)=P(A \mid B) P(B)=P(B \mid A) P(A) \tag{A.7}
\end{equation*}
$$

Then, the Bayes' Theorem says that

$$
\begin{equation*}
P(A \mid B)=\frac{P(B \mid A) P(A)}{P(B)} \tag{A.8}
\end{equation*}
$$

We can use that theorem to infer from the data important issues about the theory that we are using to describe the observable phenomenon. Previous section we have denoted a pdf of x as $f(x)$. Despite we have used this notation the pdf is a function of data and parametrized by some collection of parameters $\vec{\theta}$, and we can write that like $f\left(x_{i} ; \vec{\theta}\right)$. For example, if $f(x)$ is a Gaussian distribution of x , it have two fundamental parameters that are the mean $\mu$ and the standard error $\sigma$, that means, in this case $\vec{\theta}=\{\mu, \sigma\}$. With that notation, we can rewrite the Bayes' theorem as

$$
\begin{equation*}
P(\vec{\theta} \mid x)=\frac{P(x \mid \vec{\theta}) P(\vec{\theta})}{P(x)} \tag{A.9}
\end{equation*}
$$

Where $x=\left\{x_{i}\right\}$ is the data set collected in an experiment. Usually, we do not analyze the probability itself, what is informative and more accessible for us is their distributions functions, then

$$
\begin{equation*}
f_{p}(\vec{\theta} \mid x)=\frac{f_{L}(x \mid \vec{\theta}) f_{p r}(\vec{\theta})}{f_{e}(x)} \tag{A.10}
\end{equation*}
$$

On the right side of the equation, we have $f_{L}(x \mid \vec{\theta})$ which means the probability distribution of obtaining the data given some value of $\vec{\theta}$ (that in general defines some theoretical model), called Likelihood. The term $f_{e}(x)$ means the probability of obtaining that data set, called Evidence. The $f_{p r}(\vec{\theta})$ is the probability distribution of obtaining the value $\vec{\theta}$ for the parameters, which is information that comes from previous experiments and because of that we call that as Prior. In general given some data set $x=\left\{x_{i}\right\}$, the interest concern in the values of parameters that define the model that it is being tested. This information is contained in the left side of the above equation, $f_{p}(\vec{\theta} \mid x)$, in other words, the left side gives us the probability distribution of the parameters have given a data set $x$. This is called Posterior distribution and gives the final distribution of the parameters of any theoretical model using the information of likelihood, priors and evidence.

The prior distribution can insert some bias in the analysis, which means, it can influence the analysis with previous information, for example, we know that gravity on earth surface is about $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$ thus we could use $f_{p} r(g)$ as a Gaussian centered on that value. Although, usually the prior is chosen as a constant, over some region where we believe that the best value of $\vec{\theta}$ remains, that is, the prior says that we do not know any previous information about the parameters, except they are limited by some region on the parametric space. We call this as flat prior. Assuming this kind of posterior, we used to define the best value of $\vec{\theta}$ that satisfies the equation below

$$
\begin{equation*}
\frac{\partial L\left(x_{i} ; \vec{\theta}\right)}{\partial \vec{\theta}}=0 \tag{A.11}
\end{equation*}
$$

where we have rewrite the likelihood function $L\left(x_{i} ; \vec{\theta}\right) \equiv f_{L}(x \mid \vec{\theta})$. This condition is what we need to maximize the probability distribution of parameters that give us the data set observed, in other words, the values of parameters that explain the data set collected better.

## A. 3 MCMC

The above method is very useful to find out the better set of parameters for a given data set. Although, that does not give us so much information about the posterior distribution of the parameters, and their correlations. Wondering about that, we can use a stochastic method called Markov Chain Monte Carlo (MCMC). The MCMC method
proposes to build the distribution on the parametric space that is proportional to the posterior distribution, but to it be clear we need to introduce some concepts.

Markov Chain is a sequence of random variables ( $X_{1}, X_{2}, \ldots, X_{n}$ ), such that the probability of include on the sequence the element $X_{t+1}$ depends just from element $X_{t}$, here $X_{t}$ denote a general point on the parametric space. Then, given some initial point on the parametric space, we denote the probability of the sequence goes from $X_{t}$ to $X_{t+1}$ by the Transition Function $T\left(X_{t}, X_{t+1}\right)$. Then, this transition function is what builds the parameter's distribution. Roughly speaking, can be thought that this is related to the target posterior function, and then the Markov Chain should sample the distribution proportional to the posterior distribution that we want to know. That means, for a Markov Chain we have

$$
\begin{equation*}
\frac{T\left(\vec{\theta}_{t}, \vec{\theta}_{t+1}\right)}{T\left(\vec{\theta}_{t+1}, \vec{\theta}_{t}\right)}=\frac{P\left(\vec{\theta}_{t+1} \mid x\right)}{P\left(\vec{\theta}_{t} \mid x\right)} \tag{A.12}
\end{equation*}
$$

where $P(\vec{\theta},\{x\})$ is the posterior distribution. That relation suggests the proportionally between the sample and the target posterior distribution. We say that the chain converges when the successive elements of the chain are sampled by the target distribution (we will discuss the convergence of the chain later). Once we have a complete chain, we can estimate the expected value of any function that depends of the parameters as

$$
\begin{equation*}
E[f(\vec{\theta})]=\int f(\vec{\theta}) P(\vec{\theta} \mid x) d \vec{\theta} \approx \frac{1}{n} \sum_{t=1}^{n} f\left(\vec{\theta}_{t}\right) \tag{A.13}
\end{equation*}
$$

It is also useful to know the marginalized distribution of each parameter, that means, how is the distribution of the parameter $\theta^{(i)}$ only. For example, this can be calculated as

$$
\begin{equation*}
P\left(\theta^{(1)}\right)=\int P(\vec{\theta}, x) d \theta^{(2)} \ldots d \theta^{(m)} \tag{A.14}
\end{equation*}
$$

where $m$ is the number of free parameters (the length of vector $\vec{\theta}$ ).

## A.3.1 The Metropolis-Hastings algorithm

There are several algorithms to implement this method, and here we are going to talk about the most simple of them, the Metropolis-Hasting Algorithm (MHA). Then, to sample the target posterior distribution we can divide the algorithm into four steps

- (I) Start the chain with a random point $\theta_{0}$ in the parametric space. To optimize the convergence we can choose a point that represents the best fit or any close to it.
- (II) Now it is necessary to propose a candidate for a possible next value of the sequence. In order to do that, we define the Proposal Distribution that will be responsible to draw the candidate. We denote it as $q\left(\theta_{0}, \theta_{t}\right)$.
- (III) Once the candidate was sampled by proposal function we need to calculate its probability to be accepted, and inserted on the chain, or rejected. We expected that the total probability is proportional to $q\left(\vec{\theta}_{0}, \vec{\theta}_{t}\right)$ (probability of $\vec{\theta}_{t}$ to be proposed) times posterior distribution calculated in that value $P_{t} \equiv P\left(\vec{\theta}_{t}, x\right)$ (works as a weight). Then, we accept the candidate as part of the chain with the probability given by

$$
\begin{equation*}
\alpha=\min \left(\frac{P_{t} q\left(\overrightarrow{\theta_{t}}, \overrightarrow{\theta_{0}}\right)}{P_{0} q\left(\vec{\theta}_{0}, \overrightarrow{\theta_{t}}\right)}, 1\right) \tag{A.15}
\end{equation*}
$$

That is, if $\frac{P_{t} q\left(\overrightarrow{\theta_{i}}, \vec{\theta}_{0}\right)}{P_{0} q\left(\vec{\theta}_{0}, \vec{\theta}_{t}\right)}>1$ then the candidate is accept with a probability of $\alpha=1$, otherwise the candidate is accept with the probability given by $\alpha=\frac{P_{t} q\left(\overrightarrow{\theta_{t}}, \overrightarrow{\vec{\theta}_{0}}\right)}{P_{0} q\left(\overrightarrow{\theta_{0}}, \overrightarrow{\vec{\theta}_{t}}\right)}$. To the MHA the proposal is symmetric, $q(x, y)=q(y, x)$ (usually used a gaussian function for that), then

$$
\begin{equation*}
\alpha=\min \left(\frac{P_{t}}{P_{0}}, 1\right) \tag{A.16}
\end{equation*}
$$

This means that the chain will, more frequently, point to directions where posterior distribution increases.

- (IV) If the new candidate is accepted it needs to be inserted in the chain, otherwise the old point is inserted again into the chain. After that, it goes back to step (II) and repeats the process.

In this work, we use a similar algorithm to explore the parametric space of the models used. That algorithm is available by the open-source codes EMCEE [] which is based on a work done by Goodman and Weare in 2010 (GW10) []. That algorithm has shown better results concerning the convergence time, that is, the number of steps necessary to the sample converges is less than the traditional algorithm of MCMC.

## A.3.2 Convergence Test

Once we obtain the Markov Chain, we need to test its convergence. It is important to be clear, there is no theorem ensuring the convergence of some general chain. The method that will be shown here just tries to estimate a possible convergence.

The autocorrelation time is a direct measure of how many steps are necessary until the chain produces independent samples. The autocovariance function of a time series $X(t)$ is defined as

$$
\begin{equation*}
C_{f}(T)=\lim _{t \rightarrow \infty} \operatorname{cov}\left[f\left(X_{t+T}\right), f\left(X_{t}\right)\right] \tag{A.17}
\end{equation*}
$$

that means, the covariance between the samples separated by T steps. Then, the value of T for what $C_{f}(T)=0$ is the number of steps needed to the chain be independent of where it started. In the context of Markov Chains, this covariance can be calculated by

$$
\begin{equation*}
C_{f}(T)=\frac{1}{N-T} \sum_{n=0}^{N-T}\left[f\left(X_{T+n}\right)-\langle f\rangle\right]\left[f\left(X_{n}\right)-\langle f\rangle\right] \tag{A.18}
\end{equation*}
$$

The autocorrelation time (also called integrated autocorrelation time) can be estimated from the samples as

$$
\begin{equation*}
\tau_{f} \equiv \sum_{\tau=-N}^{N} \frac{C_{f}(\tau)}{C_{f}(0)}=1+2 \sum_{\tau=1}^{N} \frac{C_{f}(\tau)}{C_{f}(0)} \tag{A.19}
\end{equation*}
$$

Although, the implementations on the EMCEE try to deal with the noise that comes from terms with long $\tau$ in the sum above. Then, it is used an estimator like

$$
\begin{equation*}
\tau_{f}(M)=1+2 \sum_{\tau=1}^{M} \frac{C_{f}(\tau)}{C_{f}(0)} \tag{A.20}
\end{equation*}
$$

where $M \leq N$. This estimator decreases the variance of $\tau_{f}$ at the cost of some added bias. Although, this estimator works very well using chains longer than $50 \tau_{f}$, when it is sampled using the algorithm GW10 which provides a convergence faster.

## APPENDIX B - GRAPHICS



Figure 29 - Best fits from global optimization used as initial point on MCMC.







Figure 30 - Distribution on parametric space built with MCMC to all best redshift shells.


Figure 31 - Plot of autocorrelation time to all best MCMC (shown in the figure 30).


Figure 32 - Displacement of apparent angular BAO scale by radial projections.

