
UNIVERSIDADE FEDERAL DO ESPÍRITO SANTO

CENTRO DE CIÊNCIAS EXATAS
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“The night is in its darkest just

before dawn. But keep your eyes

open. If you avert your eyes from

the dark, you’ll be blind to the rays

of a new day. So keep your eyes

open, no matter how dark the

night ahead may be.”

Hideaki Sorachi, Gintama
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Resumo

Nesta tese foram exploradas a aplicabilidade de monocamadas do material fer-

roelétrico α−In2Se3 na geração fotocataĺıtica de gás hidrogênio, através de engenharia de

band gap, e a transição de fase topológica a partir da oxigenação do material via cálculos

ab initio, baseados na Teoria do Funcional Densidade (DFT). Para In2Se3 pristino, nos-

sos resultados indicam que, através da engenharia de band gap, sob certos ńıveis de

pH, o alinhamento de bandas favorece o uso deste material para ativdade fotocataĺıtica

em processos de separação de água. Além disso, motivados por pesquisas recentes rela-

cionadas a transições de fase topológicas em materiais 2D, por engenharia de tensões e

incorporação de oxigênio superficial, um estudo sistemático foi empregado para estimar a

possibilidade de tal transição neste sistema. Algumas fontes de oxigênio foram consider-

adas para determinar se esta reação ocorreria de fato: moléculas de O2 (estados de spin

singleto e tripleto), moléculas de H2O e oxigênio atômico. Nossas resultados sugerem que

a adsorção só ocorre para O2 e oxigênio atômico. Além disso, a análise de energia total

para estas fontes indica que não há nenhuma seletivdade aparente de śıtios de Se ativos,

isto é, a adsorção provavelmente ocorre de forma uniforme. A recém-formada camada

α−In2Se3O apresenta topologia de bandas não-trivial que por sua vez é modulada por

um campo elétrico externo aplicado, destacando um efeito de field-effect switching da

ordem topológica presente.
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Abstract

In this thesis, the potential applicability of single layers of ferroelectric α−In2Se3

in photocatalytic hydrogen gas generation, via band gap engineering, and a topological

phase transition induced by oxygen incorporation are explored via ab initio calculations,

based on Density Functional Theory (DFT). For pristine In2Se3, our results indicate

that via band gap engineering, under certain pH levels, the band alignment favors the

use of this material in photocatalytic activity in water-splitting processes. Furthermore,

motivated by recent research related to topological phase transitions in 2D materials

by strain engineering and surface oxygen incorporation, a systematic study of the latter

was employed to evaluate the possibility of such transition in this system. A handful of

oxygen sources were used to determine if such reaction would occur: O2 molecules (triplet

and singlet spin states), H2O molecules and atomic oxygen. Our findings suggest that

adsorption only occurs for singlet O2 and atomic oxygen. Moreover, total energy analysis

for these sources indicate that there is no apparent active Se surface site selectivity, i.e.,

the adsorption might happen uniformly. The newly formed α−In2Se3O layer was shown

to present non-trivial band topology which was then modulated by an external applied

electric field, highlighting a field-effect switching of the topological order.
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Chapter I

Introduction

“I’m about to kill it I can feel it

building up, Blow this building up,

I’ve been sealed enough, My cup

runneth over I done filled it up”

Rabbit Run, Eminem

The main focus of this thesis is research on electronic properties of layered semicon-

ducting systems whose dimensions are of approximately 1 nm, with emphasis on single

layers of the parent bulk material where the van der Waals (vdW) interaction is weak

enough to allow inter- and intralayer separation processes, controlled by the general prop-

erties and geometry of the material in question. The most prominent and known example

of such groundbreaking advances in materials science and condensed matter physics in

the development of new generation nanodevices is found in graphene [1], that represents a

new class of materials and, since its successful exfoliation, has offered new insight on the

emerging low-dimensionality phenomena.

With its experimental realization in 2004 [1,2], a new branch of solid state physics

emerged, directed towards the study and development of devices based on two-dimensional

materials (2D) whose properties would allow for their usage as key components in appli-

cations that would otherwise be difficult, or even impossible, to obtain with then recent

technologies [2,3]. Owing to its extraordinary properties, graphene was posed as a poten-

tial substitute for silicon in high-performance electronic devices. The absence of a band

gap, however, may hinder its optoelectronic applications due to its relatively low light

absorption [4,5]. Its use in field-effect transistors (FETs) [6–8], for instance, is inadequate,

which motivates the search for new two-dimensional materials with similar properties and
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more appropriate band gaps.

This search lead to the discovery of different classes of 2D materials and countless

quantum phenomena that arise at the atomic limit, such as massless Dirac fermions

in graphene [9], quantum spin Hall effect [10], doping-controlled magnetism, topologically

protected edge states and applications in quantum computers [11–14]. Furthermore, an

abundance of properties emerges when distinct 2D materials are stacked in order to create

heterostructures (lateral or van der Waals) that allow the study of new unique effects such

as tunneling and topological currents in graphene/h-BN heterostructures [15,16].

Among these classes, much attention is given to transition metal dichalcogenides

(TMDs) and layered group III2−IV3 and V materials, which in general present semicon-

ducting nature with band gaps in the 1-2 eV range, allowing, within a number of other ap-

plications, greater electrostatic control and scalability for nanotransistors [17,18], adjustable

optical properties [19,20], gas detection [21–23], solar panels and photocatalysts [24–26], and the

possible engineering of newly formed materials through vdW heterostructures [27]. Despite

the constant developments in experimental isolation of 2D semiconductors, still to this

day there are hundreds of vdW materials with isolation capability and potential applica-

tions in future devices [28]. In contrast with their bulk counterparts, layered 2D materials,

mainly semiconductors, possess extraordinary advantages. Namely, their surface area is

larger, resulting in a larger number of active surface sites, enabling a higher photocatalytic

activity, for example [29,30].

Additionally, some materials show good conductivity and superior electronic mobil-

ity, which in turn may facilitate the recombination rate of electron-hole pairs generated in

a photocatalyst, rendering materials of this kind strong candidates to enhance device effi-

ciency [31,32]. Recently, monolayer MoS2, a direct band gap TMD (≈ 1.9 eV), was posed as

a potential candidate for use as a cocatalyst in hydrogen evolution reactions (HERs) [33,34].

For pH levels in the 0-7 range, a single layer of MoS2 exhibits adequate band alignment

with respect to the reduction potential of hydrogen (H+/H2) and oxygen evolution re-

actions (O2/H2O, OERs) [35–37], an unambiguous condition for water splitting through

sunlight processes [37]. Under photon irradiation with energy larger than the optical gap,

a semiconductor may generate electron-hole pairs via excitation of electrons sitting at the

valence band maximum (VBM) to the conduction band minimum (CBM) [38–40]. However,

most semiconductors do not possess high photocatalytic activity owing to the fast recom-

bination of pairs, and the use of noble metals such as Pt might still be necessary, greatly

increasing the cost of this process. Conversely, the recombination rates of photogener-
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Figure 1.1: Illustration of a photocatalytic water splitting process. A semiconductor in
aqueous solution is subject to visible-light irradiation with energy hν ≥ Eg. Photogener-
ated electron-hole pairs may facilitate hydrogen reduction and oxygen evolution reactions,
if recombination is hindered.

ated carriers may be hindered in materials that exhibit intrinsic electric fields [32], namely

layered semiconductors belonging to the M2X3 (M = Al, Ga, In; X = S, Se, Te) family.

Other examples of 2D materials with possible optoelectronic applications are group V

monolayers, such as antimonene [41,42], phosphorene [43,44] and arsenene [45].

In this regard, as an example, most solar cells (residential and industrial) are

based on poly- or monocrystalline silicon consisting of a single semiconducting junction

Figure 1.2: Schematic of a silicon based solar
cell. Image extracted from the ChemMatters
magazine.

between type-n and type-p Si arranged

along the cell’s surface. These devices col-

lect a relatively narrow portion of the solar

light spectrum, resulting in photovoltaic

conversion efficiencies of up to 39% [46].

More recent technologies began using so-

called multijunction cells, where different

semiconducting junctions are stacked along

the cell and each of these junctions col-

lect different portions of the spectrum, ef-

fectively increasing the spectral width as

whole, thus reaching conversion efficiencies

of up to 50% [47,48]. However, their use is limited by their high manufacturing cost, lead-

ing to the search of alternative lower cost with similar efficacy. One of such alternatives

is found in perovskite-based cells with inexpensive cost. Moreover, silicon high synthe-

sis temperatures and thermal annealing are not needed, facilitating its mass production.
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Nevertheless, in spite of the low production cost, these cells have a very short lifespan. As

such, the field has recently expanded into the use of 2D materials in photovoltaic mate-

rials [25,49], photocatalysts for hydrogen gas generation [26,50–52] and pollutant degradation,

such as Cr(VI) [51–53].

Another advantage of 2D materials is the relative ease to manipulate and adjust

their electronic properties and consequently enhance their photocatalytic performance

through external agents, such as atom and molecule adsorption or strain. Strain engi-

neering is a simple concept defined when a crystal is compressed, stretched or sheared,

and may be controlled and directed towards various applications and effects, notably

photocatalysis and topological phase transitions [54–58]. Under the context of bi and uni-

axial strains, it is possible to induce in this selenide phase transitions of metallic and

topological nature. Jiang et al [59] have demonstrated the coexistence of ferroelectricity

and non-trivial topological edge states in single layers of α-In2Se3 above certain values

of strains, as depicted in Fig. 1.3. The system undergoes an indirect-to-direct band gap

transition, eventually reaching a metallic state as the applied strain is increased to a

critical value, measured in relation to the optimized lattice parameter, after which the

manifestation of a band inversion process is evident, an imprint of a phase transition of

topological nature that is subsequently confirmed by calculating the Z2 invariant ν = 1

(more details regarding these claims will be explored in the following chapter). Besides,

Figure 1.3: Band structure evolution of single-layer α−In2Se3 under different (a)-(c) com-
pressive biaxial and (d)-(f) tensile uniaxial strais. Figure extracted from Jiang et al
(2019) [59].

recent applications involving a ferroelectric control of the non-trivial topological state of
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β-antimonene/α-In2Se3 heterobilayers were reported [60], where the authors observed that

a specific ordering of the electronic polarization in the selenide layer drives the system

into a non-trivial state, whereas an inversion of P by an external electric field returns the

system into a trivial insulating state. In light of these and other reported findings, it is of

particular interest for this work to thoroughly investigate the properties of this selenide,

from basic structural details and semiconducting character to changes of the former cause

by external strains and surface atom adsorption.

Findings of this nature motivate the continuous search for different materials where

not only the single-layer separation is obtainable by any means adequate to the experi-

ment, given the interlayer van der Waals interaction is weak enough, but also possess high

photoactivity and/or topologically protected states. In particular, we turn our attention

to the layered group III2IV3 semiconductor, In2Se3, that has been extensively studied for

decades due to its numerous distinct crystalline phases (commonly named α, β, β′, γ, δ,

among others), complex phase diagrams and optoelectronic applications, prominently

as photodetectors [61–64], phase-change memories (P-RAMs) [65,66] and photocatalysts [26,32].

Moreover, as a result of its noncentrosymmetric structural configuration, a spontaneous

electronic polarization (both in and out-of-plane) reversible by an external electric field

arises, rendering this material a ferroelectric semiconductor1, in addition to experimental

evidence of piezoelectricity, that may be explored for applications in sensors given its

photosensitivity [67–69].

In the following chapters, I will introduce the works developed throughout my

doctorate, ranging from biaxial strain effects to surface adsorption of oxygen atoms in

single layers of α-In2Se3 and how these react under such conditions. The phenomena

herein mentioned, and in general belonging to low-dimensionality physics share the same

limitation: the unsolvability of the exact Schrödinger for many body systems. As such,

I will review a powerful approximative theory that on which this thesis is carried out.

The chapters are disposed as follows: Chapter II will be dedicated to the classification of

non-trivial topological states under the context of Berry phases and in Chapter III I will

review the fundamentals of Density Functional Theory (DFT) and numerical methods

associated with it. Chapter IV will be dedicated to the study of feasibility of In2Se3 as

a photocatalyst for hydrgen gas generation by strain engineering; Chapter V refers to

1A material is said to be ferroelectric if, and only if, its intrinsic polarization is reversible. This means
that the initial and final (inverted) phases are degenerate and the external electric field must cause the
system to transition to a less stable, centrosymmetric intermediate phase. An excellent example can be
found in Nat. Comm. 8, 2017 [67].
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the emergence of non-trivial edge states in this very material as a result of oxygen atom

adsorption on its surface and how this topological phase transition may be controlled

by its spontaneous electric polarization. Thus, the chapters devoted to our results may

be read in any order without loss of information, as they refer to published works that

address distinct subjects, despite the material in question being essentially the same.
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Chapter II

Berry Phases and Topological

Insulators

I will abstain from abstract mathematical details that lie outside the scope of this

thesis, unless in cases where its use is necessary to understand some physical concept. In

general terms, a Berry phase γ is defined as a geometric phase angle describing the global

evolution of a complex vector as it is carried out around a path in its own vector space [70],

usually applicable in cyclic processes where the changes in said vector are adiabatic.

Due to the probabilistic nature of quantum theory, that is, physical observables involve

expectation values over a set of basis functions in which phase factors cancel out, it is

natural to disregard them as arbitrary. However, Berry phases are intimately connected to

measurable physical phenomena and are widely used in molecular physics [71] and notably

in condensed matter physics, both in the modern theory of electronic polarization and

in the theoretical development of topological insulators, whose classifications are directly

attached to γ.

2.1 Berry Phase, Connection and Curvature

As previously mentioned, a Berry phase is a global phase property acquired by

the system when it is subject to an adiabatic cyclic process and may be defined as the

inner product of neighboring Bloch states in the k vector space. This means that in a

given quantum system in an eigenstate |un〉, an adiabatic evolution of the Hamiltonian

preserves the system in the same eigenstate, with a phase vector with contributions from

the time evolution of |un〉 and its variation inherited from deforming H. We can depict
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Figure 2.1: (a) Evolution of a vector |uj〉 in N discrete steps along a closed path. (b)
Continuum limit approximation where N steps are taken in infinitesimal increments. (c)
Continuous limit where the vectors |uj〉 are carried out along a path parameterized by
λ ∈ [0, 1]. Figure extracted from Vanderbilt (2018) [70].

this process by considering a set of states |uj〉, with j = 0, 1, . . . , N − 1, of some complex

vector transversing a close path along the base uj in a way that the vectors |u0〉 and |uN〉
are identical (Fig. 2.1). The Berry phase γ is then defined as [70,72]

γ = −Im ln
[
〈u0|u1〉 〈u1|u2〉 . . . 〈uN−1|u0〉

]
, (2.1)

where the individual inner products must be real and positive, and the magnitude of the

vectors is neglected by definition, since for a complex number z = |z|eiθ. Furthermore,

it is noted that the definition 2.1 is independent of the choices of the individual phases

of each vector; that is, the Berry phase is invariant under gauge transformations,

which means that we may introduce a modified base, related to the previous one by a real

phase βj, such that

|ũj〉 = e−iβj |uj〉 . (2.2)

Since the definition 2.1 involves inner products, the phase factors cancel out and

the value of γ is unchanged when we use the new base. Such property combined with

the fact that we are dealing with cyclic processes render Berry phases observables of the

system. A question that may arise at this point is whether or not γ is dependent of the

path to be transversed along the vector space, however, as will become explicit shortly in

the generalization to the continuous case, γ is independent of choice, as long as it is done

slow enough to preserve the adiabatic approximation [72].

We may now generalize the definition of a Berry phase to the continuous limit,

where the density of points along the path C is increased, parameterized by a parameter

λ in such a way that the vectors |uλ〉 are carried out along C as λ varies from 0 to 1 (Fig.

2.1c), and each step between neighboring vectors is taken in infinitesimal increments dλ,

so that |uλ〉 is a smooth and differentiable function in λ. Recurring to the definition 2.1
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and expanding |uλ+dλ〉 in a power series, we obtain [70]

ln 〈uλ|uλ+dλ〉 = ln 〈uλ|
Å
|uλ〉+ dλ

|uλ〉
dλ

+O(λ2)

ã
(2.3)

= ln
(
1 + dλ 〈uλ|∂λuλ〉+O(λ2)

)
. (2.4)

Since λ � 1, we may neglect higher order terms and approximate the above result as

dλ 〈uλ|∂λuλ〉. Thus, the definition of γ becomes

γ = −Im

∮

C

dλ 〈uλ|∂λuλ〉 .

In this case, 〈uλ|∂λuλ〉 is a purely imaginary quantity, since 2Re(〈uλ|∂λuλ〉) = 0. Thus,

we obtain the (one dimensional) expression derived by Berry in his original work:

γ = i

∮

C

dλ 〈uλ|∂λuλ〉 . (2.5)

The integrand to the right is commonly named Berry’s connection or potential

(A) in analogy to the electromagnetic vector potential, so that we can rewrite γ as the

line integral of A throughout C. Naturally, in the continuous limit the Berry phase must

remain invariant under gauge transformations, but the connection is not. If we suppose

the same previous modified base |ũ〉, it is easy to see that

Ã(λ) = 〈ũλ|i∂λ|ũλ〉 = 〈uλ|i∂λ|uλ〉+ β′(λ),

i.e., the connection A transforms according to Ã(λ) = A(λ) + β′(λ). Using this relation

combined with the fact that the initial and final states must be identical, we would arrive

at β(1) = β(0) + 2πm with m integer, so that the Berry phase γ is invariant under gauge

transformations modulo 2π:

γ̃ = γ + 2πm. (2.6)

At a first glance, Eq. 2.6 seems simple and intuitive, but its meaning is profound.

Each and every transformation of the form Ã(λ) = A(λ) + β′(λ) in a closed path can

be topologically classified according to the number m, a winding number specifying how

many times the phase factor e−iβ is carried out along the unit circle in the imaginary

plane as λ circles the path C [70]; this conclusion is very similar to Chern’s theorem, to be

introduced at the end of this section.
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Note that thus far we have used a one dimensional path and there is no explicit

time dependence of the vectors |uλ〉; the generalization to a three-dimensional space is

direct (we replace ∂λ → ∇ and dλ by an equivalent increment, such as the position

vector r or wave vector k) and the approach taking into account a time dependence in t

requires a bit more caution, and at this point I will use Berry’s own development based

on Born-Fock’s adiabatic theorem (1928) [73].

Let H(t) a Hamiltonian dependent of variable parameters R = (x, y, ..) as the sys-

tem transverses a path C between times t = 0 and t = T (T is assumed to be large enough

to preserve the adiabatic approximation), so that R(T ) = R(0). The time evolution of

an eigenstate |un(t)〉 will satisfy the eigenvalue equation

H(R) |un(R)〉 = En |un(R)〉 , (2.7)

in which there is no relation between the kets in R. Arbitrary choices of differentiable

phases may be done as long as the vectors |un(R(t))〉 are single-valued1 in C. Thus, a

system in an eigenstate |un(R(0))〉 evolves adiabatically with H and after a time interval

t will be in an eigenstate |un(R(t))〉. As such, we may then express the wave function

|Ψ(t)〉 as

|Ψ(t)〉 = exp

ï
1

i~

∫ t

0

dt′En(R(t′))

ò
eiγn(t) |un(R(t))〉 , (2.8)

where the first exponential is the usual dynamic phase factor arising from the expansion

coefficients of |Ψ(t)〉 in the base spanned by {|un〉}. The second phase factor is non-

integrable, i.e., γn cannot be expressed as a function of R and is not single-valued in a

given path transversed by the system along the time interval t ∈ [0, T ] [72]. Therefore, the

wave equation for |Ψ(t)〉 results (after some algebra - see Appendix A) in

γ̇n(t) = i 〈un(R(t))|∇Run(R(t))〉 · Ṙ(t), (2.9)

from which we determine the change in geometric phase (Berry’s phase) in an adiabatic

cyclic process along a path C as [72]

γn(C) = i

∮

C

dR · 〈un(R)|∇R|un(R)〉 , (2.10)

equal to the previous result, but with a subtlety: the Berry phase in the time evolution of

1A function f(x) is single-valued if there is a single value of f for a given x.
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|Ψ(t)〉 is a function only of the transversed path in parameter space, and is independent

of the rate at which it is carried out, as long as - reiterating - the parameter R(t) evolves

adiabatically and for this reason γ is said to be a geometric phase.

2.1.1 Berry Curvatures and Chern’s Theorem

The expression found for γn involves the product of a vector in the form of |∇Run(R)〉
and its calculation can be cumbersome. In this context, let us consider a two-dimensional

space parameterized by R = (x, y) such that the Berry connection is generalized to a

two-dimensional vector A = (Ax, Ay) and the vectorial evolution is carried out through a

path C delimiting a curve S. Still in our analogy with the magnetic potential vector, it

is inevitable to establish the rotational of A, known as the Berry curvature, Ω(R):

Ω(R) =∇R ×A(R) = i
[
〈∂xun(R)|∂yun(R)〉 − 〈∂yun(R)|∂xun(R)〉

]
. (2.11)

We may think of the curvature like a magnetic field; it is a local quantity that is

unambiguous of the path choice embed in the connection, so that Ω is itself invariant

under gauge transformations, since the rotational of a gradient is null. Given the form

of Ω, the use of Stokes’ theorem follows immediately to relate the flux ΦS that crosses a

curve S to the Berry phase along the path C:

ΦS =

∫

S

dS ·Ω(R) =

∮

C

dR · A(R) = γC . (2.12)

In other words, the flux ΦS is equal to the Berry phase along its contour. This

is equivalent to saying that if we were to divide region S in infinitesimal area elements

and calculate the circulation of A through S, the result would simply by the Berry phase

calculated along C. This conclusion, together with the modulo 2π definition of Berry’s

phase, is intimately connected to the famous Chern Theorem [74]2, postulated in 1944:

the sum of the gaussian curvature of a two-dimensional manifold is 2π times an integer

number C, i.e., ∮

S

dS ·Ω = 2πC. (2.13)

The integer C is known as the surface’s Chern number or index and may be consid-

ered as a topological invariant of the states manifold |uR〉 that transverse S [70]. This form

2The original theorem is a generalization of Gauss-Bonnet theorem of differential geometry and its
proof is far beyond the scope of this work.
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of Chern’s theorem was found by B. Simon in his work connecting Berry’s and Thouless

et al in 1983 [75]. Therein, Simon attributed the integral of Berry’s curvature associated to

the Brillouin zone (BZ) as a Thouless-Komoto-Nightingale-den-Nijs (TKNN) invariant,

that provides both a concrete explanation for the quantum Hall effect and the possibility

of existence for the Hall conductivity in the absence of external magnetic fields, which is

today known as the anomalous quantum Hall effect [76].

To this point, some questions may have been posed regarding the definitions of γ

and Ω: what happens when the varying parameters are, for instance, the wave vector k

of Bloch states |ψnk〉 with band index n that describe the parameter space along the BZ?

If Berry curvatures do exist in a crystal of interest (non-zero Chern number), what are

its sources?

It is noted that in cases where the Chern number is non-zero, it is impossible to

construct a continuous smooth gauge along the entire BZ; this becomes clear when we

calculate Eq. 2.13 in a closed path encompassing the Brillouin zone, assuming C 6= 0 in a

time reversal symmetric system: we would arrive at a non-zero number, since by definition

Ωn(k) = −Ωn(−k) and any quantities involving a closed integral of the curvature along

the BZ equals zero, contradicting our assumption. This is the equivalent of the inability

to construct a continuous gauge so that the wave functions are smooth in all momentum

space.

We then infer that Berry’s phase and curvature can only be computed in cases

where the Hamiltonian describing the system has a gap. In other words, the Chern

number can only be calculated for isolated bands that do not touch. This is a significant

restriction, given that in crystalline materials band degeneracy in high symmetry points is

common. In materials where bands touch, the Berry phase is undefined; in points where

this occurs the wave functions have non-analytical dependence on k. This concept is again

more easily understood when we in fact calculate Ωn(k). Given the system’s periodicity,

the two-dimensional BZ is, by definition, a torus and as such has no borders; when the

curvature is integrated we are met with a topological obstruction to Stokes’ theorem,

and thus we conclude that if there are indeed sources of Berry curvatures throughout

the BZ, they cannot be defined in these points. Therefore, we can imply that sources

Berry curvatures Ωn are gap closings along the BZ, defining a non-trivial topology, i.e.,

C is non-zero. Gap closings in high symmetry points translate in metallic degenerate

states that are topologically protected against continuous deformations, and materials

that present this property are generally known as topological insulators or quantum spin
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Figure 2.2: Possible Hall effects illustration. Figure extracted from Liu et al (2016) [78].

Hall insulators.

2.2 Quantum Hall Effect and Topological Insulators

Over a century ago, Hall observed the appearance of a transversal potential differ-

ence along a non-magnetic conductor under an applied external magnetic field perpendic-

ular to the material due to changes in the trajectory of electrons, known today as the Hall

effect [77] (Fig. 2.2a). In a two-dimensional electron gas in low temperatures and under

high magnetic fields (quantum limit), the Hall conductance is quantized in units of e2/h

(also known as the Klitzing constant, where e is the electron charge and h Planck’s con-

stant) whereas the longitudinal resistance goes to zero, describing the integer Hall effect

(IQH). Electrons in this system would present edge states with quirality and only prop-

agate along the edges of the material, while every other state is well localized [78,79]. One

year after his discovery, Hall observed that the “Hall voltage” in ferromagnetic metals was

around 10 times larger than in non-magnetic materials and is dependent on the system’s

magnetization; this effect is known as the anomalous Hall effect (Fig. 2.2b). With the dis-

covery of IQH, the search for the manifestation of any quantum analogue of the anomalous

effect was motivated. Over the course of a century, researchers questioned whether or not
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the quantization of the Hall conductance in the absence of an external magnetic field is

possible. The first observation of a quantum Hall effect was reported by Klitzing et al [80].

In this work, the authors measured the Hall resistivity in metallic oxide semiconducting

transistors (MOSFETs) within the quantum limit and reported that the conductivity σxy

was quantized in units of e2/h. In subsequent experimental works, researchers were driven

to determine if this effect is dependent of sample geometry and impurity concentration.

In this scope, Paalanen et al [81] demonstrated that in a two-dimensional electron gas in

GaAs−AlxGa1-xAs heterojunctions the Hall effect quantization is well defined regardless

of system geometry and up to a certain degree of disorder. In that same year, Thouless

and collaborators demonstrated that the Hall conductance calculated in a system with

M filled bands would be given by a topological invariant (first Chern number C ∈ Z)

obtained from the net Berry curvature flux as k varies in the BZ, multiplied by some

universal constant [78,82]:

σH =
e2

h

1

2π

∫

occ.

d2k ·Ω(k). (2.14)

The first model to explain the Hall conductance quantization in the absence of an

external magnetic field for spinless electrons was proposed by F. M. Haldane in 1988 [83].

To replicate a quantum Hall state there must exist a time reversal symmetry (T , TRS)

breaking, that in preceding works was caused by a magnetic field. The model is based on

a tight-binding3 Hamiltonian of a two-dimensional hexagonal lattice, such as graphene or

boron nitrate, with the addition of a complex hopping term between second-neighbors.

The Hamiltonian describing the system takes the form [70,83,84]

HIQH = M
∑

i

(−1)τic†ici + t1
∑

〈ij〉

(c†icj + h.c.) + t2
∑

〈〈ij〉〉

(ic†icj + h.c.), (2.15)

where i, j are carried across all lattice sites, τi = {1, 2} is the sublattice index, t1 is the hop-

ping amplitude between first-neighbors 〈ij〉, t2 is the hopping amplitude between second

nearest-neighbors in a given direction and h.c. is a hermitian conjugate term describing

corresponding amplitudes in the opposite directions; the latter guarantees the breaking

of TRS due to changes in signs and is responsible for the emergence of a non-trivial

topology described by a non-zero Chern number4. Even with its apparent simplicity,

3The tight-binding method is based on electronic structure calculations using a set of localized wave
functions for each atomic site describing electrons in a periodic potencial, i.e., in a crystal. In general,
the system’s Hamiltonian is split into different contributions: an atomic Hamiltonian and a contribution
for the total potential treated as a small perturbation resulting from the overlap of wave functions of
isolated atoms, so that only first-neighbor interactions are taken into account.

4Materials presenting integer quantum Hall effect (IQH) are commonly referred to as Chern insulators
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Figure 2.3: (a) Haldane model for graphene. The vectors a1 and a2 connect lattice sites
containing orbitals 1 (filled circles) and 2 (open circles). Hopping integrals t1 and it2
connect first and second nearest-neighbors, respectively. (b) Reciprocal hexagonal lattice
with highlighted high symmetry points. Figure extracted from Vanderbilt (2018) [70].

Haldane’s model is of extreme importance and is recurringly used in literature, since it

admits analytical solutions of the form [70,83]

Ek = ±




M − 3

√
3t2 em K,

M + 3
√

3t2 em K’.

(2.16)

When t2 = 0 the states in K and K ′ (Fig. 2.3 are degenerate due to T and define

a trivial insulating phase, i.e., no bands touch across all BZ. However, as t2 6= 0, the

gaps in high symmetry points become asymmetrical and the connection between states

generated by the hopping term and those generated by the trivial insulating phase cannot

be made in a smooth manner without passing through a critical point where the gap

vanishes, separating them in topologically distinct fundamental states. Furthermore, in

temperatures much smaller than the gap order, the analytical nature of the solutions and

characteristics of the model lead to a quantized Hall conductivity σxy = ±e2/h [85].

Despite being the first observation of a topological phase of matter, the conditions

for the manifestation of the quantum Hall effect are specific: very low temperatures and

high external applied magnetic fields to ensure TR symmetry breaking. The model pro-

posed by Haldane is a good starting point for the realization of a QAH in the absence of

an applied field; however, for over two decades this effect in materials was not observed.

Only in 2005 Kane and Mele [85] and Bernevig e Zhang [86] independently proposed a the-

oretical model for the presence of a quantum spin Hall effect in two-dimensional systems,

due to the classification by a topological invariant C 6= 0.
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specifically in graphene and GaAs. The authors relied on the condition that the spin-orbit

coupling (SOC) would give rise to the spin Hall effect (SHE, Fig. 2.2e). Unlike the charge

Hall effect, in materials with SOC electrons with opposite spin polarizations are deflected

in opposite directions, leading to spin accumulation at the edges. Contrary to QHE, the

quantum spin Hall effect (QSE, Fig. 2.2f) does not require breaking of TR symmetry and

may occur in semiconductors in the absence of an applied field. In fact, the spin-orbit

coupling guarantees that TRS is preserved and leads to a topologically distinct phase

from a trivial insulator [85], in which similarly to QHE, charge and spin currents can be

transported by metallic edge states.

The model is based on Haldane’s model with the premise that conducting edge

states are also present in graphene, where a tight-binding Hamiltonian similar to that of

Eq. 2.15 is introduced, only now the hopping term between second neighbors is given by

a product that connects them by a spin-dependent amplitude [85]:

HQSH =
∑

〈ij〉α

t1c
†
iαcjα +

∑

〈〈ij〉〉αβ

it2νijσ
z
αβc
†
iαcjβ, (2.17)

where νij = −νij = ±1, depending on the d1 and d2 bond orientation that an electron

crosses when going from a site j to a site i according to the direction (left or right) that

it moves to between the bonds and σzαβ is a Pauli matrix. The solution of Eq. 2.17 leads

to a band structure (Fig. 2.4) with a bulk gap and emergent conducting edge states at

Figure 2.4: Graphene slab energy bands (inset). The bulk gap is crossed by conducting
edge states at kx = π/a responsible for a polarized spin current. t characterizes the
interaction intensity between neighbors, with t2/t = 0.03. Figure extracted from Kane e
Mele (2005) [85].
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the high symmetry points K and K ′, and the authors argue that these are non-quiral

states, as is the case for the QHE, but are “spin filtered”, in the sense that electrons

with opposite spins propagate in opposite directions, similar to the charge Hall effect.

Even with the theoretical prediction of metallic edge states and topological properties in

graphene, this effect remains unobserved. Nevertheless, given the possibility of obtaining

a topological phase in materials without extreme conditions and only spin-orbit coupling,

this seminal work lead to the discovery of topological insulators, and their first observation

was confirmed by Bernevig et al in HgTe/CdTe quantum wells [87] above a critical thickness

d > dc, and in this and subsequent works, the general mechanism for topological insulators

was discovered, known as band inversion. In most semiconductors, the conduction band is

formed by s orbitals, while the valence band is formed by p orbitals; in HgTe, the spin-orbit

coupling is strong enough to invert the character of bands above dc, i.e., the bands cross

and CB exhibits VB contributions, and vice-versa. Usually this effect is easily observed in

electronic band structure calculations, however it is not always the case. I will use as an

example Bi2Se3, a widely studied natural topological insulator [88,89]. Fig. 2.5 shows the

electronic structure of monolayer Bi2Se3 obtained by Density Functional Theory (DFT).

The band structures with and without spin polarization are shown in Fig. 2.5a and 2.5b,

respectively. As is typical for semiconductors, the conduction (in blue) and valence (in

red) bands are attributed to s and p orbitals, respectively. As SOC is turned on, the

conduction (valence) band is shifted relative to the valence (conduction) band, resulting

in a change of character between CB and CB and in the process of band inversion at the

center of the Brillouin zone, characteristic of materials exhibiting non-trivial topology.

Fig. 2.5c schematically summarizes the band inversion process. At stage (I) only

the chemical bond between Bi and Se atoms is considered, in which the parities |+,−〉 of

all five eigenstates are well defined. As we take into account the crystalline field effect,

the degeneracy between pz and px,y orbitals is lifted and the band character around the

Fermi level is predominantly that of pz orbitals. When SOC effects are included in stage

(III), the orbital angular and spin momenta are mixed, while the total angular momentum

is preserved; this results in a repulsion between states |p1z; + ↑〉 and |p1x+iy; + ↓〉, and

similar combinations5. As a consequence, the |p1z; + ↑, ↓〉 Bi orbitals are shifted to energy

levels below EF , where as |p2z;− ↑, ↓〉 Se orbitals are shifted to energy levels above EF . If

the spin-orbit coupling is strong enough, the parity of the inverted states is itself inverted,

5Note that the spin-orbit coupling does not act on s orbitals since their orbital quantum number l is
zero.
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Figure 2.5: (a) Band structures without and (b) with SOC. The dashed line indicates the
Fermi level. (c) Diagram illustrating the evolution of pz and pxy Bi and Se orbitals that
compose the conduction and valence bands at the high symmetry point Γ. (d) Edge states
projection. Bands in red belong to the bulk and the conducting edge states are evident in
Γ as a result of the material’s non-trivial topology. Figured extracted and adapted from
Zhang et al (2009) [88].

resulting in states lying within the bulk gap with non-trivial topology, confirmed by the

presence of conducting edge states, as shown in Fig. 2.5d.

Although the inversion process is a characteristic and a good indicative for non-

trivial topology, the only way to guaranteed that a material is indeed a TI is through the

calculation of its topological invariant, and the Z2 classification will be explored in the

next section.

Topology is a branch of mathematics that deals with geometric properties of objects

that are insensitive to continuous smooth deformations. The most didactic example is

of two-dimensional closed surfaces in three dimensions. A sphere may be continuously

deformed into different shapes, such as a disc or a bowl, but cannot be smoothly deformed

into the surface of a doughnut without there being a critical event, in this case a hole

opening. A sphere and a doughnut are distinguished by a distinct topological invariant,

known as a genus, g, that in essence counts the number of holes in an object. Since

an integer cannot be deformed smoothly and continuously, surfaces with distinct genus

cannot be deformed into each other and therefore are said to be topologically distinct. In

this context, a tea-cup and a doughnut (g = 1) belong to the same topological class, while

a sphere or an ellipse belong to a different class (g = 0). The Chern theorem presented
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earlier is a generalization of the Guass-Bonnet theorem, which states that the integral of a

gaussian curvature K over a surface S defines an integer topological invariant χ = 2− 2g.

In other words, topology classifies objects according to their shapes and their details are

of little importance. From a physical standpoint, we may classify topologically distinct

Hamiltonians, describing distinct electronic phases. Two insulators are said to belong

to the same topological class if their Hamiltonians can be adiabatically connected in a

way that two bands never touch throughout the mapping of the Brillouin zone, in analogy

to the genus classification [70,84,90]. Under this pretext, connecting topologically distinct

insulators necessarily involve a phase transition of quantum nature in which the bulk gap

closes [90].

In general, a topological insulator may be defined as a time reversal invariant

material that behaves as an insulator in its interior (bulk) and possesses topologically

protected conducting states in its surface or edges, whose most striking property is the

feasibility of dissipationless electronic conduction [91] and may be characterized by some

topological index, for example (but not necessarily) the Chern number, C. Being “TR

invariant” means that throughout all the adiabatic process the T symmetry is preserved.

In a more rigorous manner, we may classify a TI as an insulator whose Hamiltonian

cannot be adiabatically connected to the atomic limit without a bulk gap closing, since

otherwise a change of the topological invariant would be impossible [79] and the material

would be classified as trivial. As a qualitative example, in an interface between materials

of distinct classifications, such as a material-vacuum interface (trivial by definition), the

Hamiltonian of both systems cannot be smoothly connected. There will necessarily be a

gap closing and consequent emergence of conducting surface states that are robust against

continuous deformations.

2.3 The Z2 Topological Class

The fact that the spin-orbit coupling guarantees the system is T -invariant suggests

we may classify it with a new topological invariant ν ∈ Z2. In addition, the robustness

of edge states of a QSH indicate that the classification of such insulator differs from that

of a Chern insulator [90]. The requirement for time reversal invariance is a good indicative

that this invariant is attached to T and its analysis may prove fruitful.

Time reversal is an operation that takes the complex conjugate of an eigenstate

of a particle and reverts its spin, and is described by an antiunitary operator Θ =
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exp (iπSy/~)K, where Sy is the spin operator and K represents complex conjugation [90,92].

For fermions, Θ has the property Θ2 = −1. From Kramers theorem, it follows that if

a Hamiltonian is T -invariant, all of its eigenstates are at least doubly degenerate. In

absence of SOC, the degeneracy of the eigenstates is a consequence of Pauli’s exclusion

principle; however, in the presence of SOC this degeneracy is lifted and bands come in

Kramer pairs k and −k, and its implications are not trivial. More precisely, T -invariant

Bloch Hamiltonians must satisfy

ΘH(k)Θ−1 = H(−k). (2.18)

Any Hamiltonian deformed continuously and smoothly in order to preserve Eq. 2.18

without a gap closing belong to the same topological class described by the invariant ν

that may assume two values, 0 or 1, as demonstrated by Kane and Mele [93].

The restriction of Kramers pairs becomes evident when we observe the bulk-

boundary correspondence in a 2D insulator described by Eq. 2.18 [90]. Fig. 2.6 contains

the electronic structured associated with edge states of a 2D T -invariant insulator as a

function of crystal momentum. The insulating bulk character is defined by the finite

energy gap separating the conduction and valence bands. Depending on the details of

H(k) at the edges, there may exist edge states within the gap. When these states are

present, Kramers theorem require that they occur in degenerate pairs [93] in specific points

along the BZ at which the time reversal symmetry is preserved. Due to the spin-orbit

coupling, only a few points Γa,b, referred to as TRIMs (time reversal invariant momenta),

satisfy Eq. 2.18. In Fig. 2.6, the edge states at kx = 0 and kx = π/a necessarily cross the

Fermi level EF an even number of times; in this case the reduction or even elimination

of edge states to some potential is possible, allowing for backscattering such that they

are localized by weak disorder [93]. The QSH phase defined by Kane and Mele, however,

distinguishes itself from a trivial insulating phase by the number of pairs of edge states

modulo 2, i.e., the Fermi level is crossed an odd number of times, characterizing topo-

logically protected conducting edge states [90,93]. The bulk-boundary correspondence thus

relates the number Nk of Kramers pairs that cross EF to the change of the invariant ν,

that is, NK = ∆ν mod 2.

There are a number of ways to determine the Z2 invariant [93–97]. A widely used

approach to classify TIs based on band structure calculations, proposed by Kane and Mele

in 2005, is to define an unitary matrix wm,n(k) constructed from occupied Bloch states,
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Figure 2.6: Sketch of possible band structures at the edges of a 2D material, as a function
of momentum k along the edges. (a) The Fermi level is crossed an even number of times,
characterizing a trivial phase. (b) Odd number of Fermi level crossing, characterizing
a non-trivial topological phase robust against small perturbations. Only half the BZ is
mapped since TR symmetry implies that the other half −π/a < k < 0 is its mirror image.
Figure extracted from Franz e Molenkamp (2013) [90].

so that

wm,n(k) = 〈um(−k)|Θ|un(k)〉 . (2.19)

Since the transformation Θ is unitary, it follows that wT (k) = −w(−k). In the Brillouin

zone of a 2D TI (3D) there are four (eight) points Γi at which the momenta k and

−k coincide (TRIMs) and the matrix ω(Γi) is antisymmetric. The determinant of an

antiunitary matrix is given by the square root of its Pfaffian, so that the authors defined

the quantity δi
[93,94]:

δi =

√
det[w(Γi)]

Pf[w(Γi)]
= ±1. (2.20)

As long as the eigenvectors |um(k)〉 are continuous throughout the entire BZ, the determi-

nant of the matrices ω(Γi) may be globally defined, allowing the Z2 topological invariant

classification to be obtained by counting the zeros of the Pfaffian of ω at half the torus

modulo 2, such that

(−1)ν =
4∏

i=1

δi. (2.21)

The extension of the above result for a three-dimensional case is direct and one defines

four invariants ν0; (ν1, ν2, ν3) ∈ Z2 that allow one to classify a material as a strong or weak

topological insulator, but that is not of any particular interest for this present text since

the materials herein studied are exclusively two-dimensional.

The calculation of ν is simplified when the system possesses additional symmetries.

For instance, if the system conserves spin at the z-axis, then [H, Sz] = 0 and independent

Chern numbers n↑ e n↓ may be associated to the Sz↑ and Sz↓ components. In these cases
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there is a QSH effect for each spin component and it is possible to define the invariant via

the spin quantized Hall conductivity [98]. When the crystal has T and centrosymmetry, at

the TRIMs the bloch states are also eigenstates of the parity operator P with eigenvalues

ξm(Γi) = ±1. In this context the Z2 invariant can be defined through the parities of the

Kramers pairs’ wave functions of occupied bands:

δi =
∏

m

ξm(Γi). (2.22)

Another way to determine the invariant (and of particular interest for this thesis)

is under the context of time reversal polarization (TRP) proposed by Fu and Kane [99],

from which it is possible to extend the calculation of ν to non-censtrosymmetric crystals,

as is the case for HgTe. The authors considered one-dimensional insulating Hamiltonians

under a cyclic adiabatic “Z2 spin pumping”, in which changes in TRP define a topological

invariant that distinguish the system from a trivial insulating phase that is equivalent to

the invariant introduced in the QSH effect.

In Fu and Kane’s notation, the reversal polarization is a parallel to the electronic

charge polarization in insulators by making use of electronic polarization related to Wan-

nier charge centers (WCCs), which in turn are related to the Berry phase of Bloch wave

functions [99]. The authors then considered the role of Kramers pairs degeneracy in T -

invariant systems and defined the TRP in terms of the difference of WCCs of degenerate

bands in such a way that changes in polarization throughout the cyclic process define ν.

We consider a one-dimensional system with 2N occupied bands described by a

Hamiltonian obeying Eq. 2.18 in t. Such restriction guarantees the system is T -invariant

at t = 0 and t = T/2, whereas T is broken in intermediate points along the torus defined

by the BZ. From Kramers theorem, then, the eigenstates of H(t) are degenerate pairs at

k = 0 and k = π [99,100]. The Wannier functions associated to each unit cell with lattice

parameter R are given by (Eq. B.1)

|R, n〉 =
1

2π

∫
dk e−ik(R−r) |uk,n〉 ,

and the polarization is given by the sum over all bands of WCCs (Eq. B.5) associated to

R = 0 [99,101,102]:

Pρ =
∑

n

〈0, n|r|0, n〉 =
1

2π

∮
dkA(k), (2.23)

where Berry’s connection is expressed as usual. Given the dependency of path choice for
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the connection, the fact that the charge polarization can only be defined up to a lattice

vector becomes explicit. The changes of polarization between different t, however, are

well defined as long as the deformations acting on H are continuous, usual. Therefore, if

the Bloch functions are well defined continuously between instants t1 and t2 for any k in

the BZ, then we have

∆Pρ =
1

2π

ï∮
dkA(k, t1)−

∮
dkA(k, t2)

ò
. (2.24)

As seen in previous sections, the above definition may be expressed as the integral of

Berry curvatures along the torus defined by (k, t): this quantity is an integer given by the

first Chern number, and for time reversal invariant systems, ∆Pρ = 0. Based on Kramers

theorem, again, the Wannier charge centers come in degenerate pairs, where each pair

is associated to the same center. The idea proposed by Fu and Kane, therefore, is to

track only the center of one degenerate Wannier state defining what the authors named

a partial polarization. Hence, we assume that 2N eigenstates are split into N pairs and

must satisfy [99]

|uI
−k,α〉 = −eiχk,αΘ |uII

k,α〉

|uII
−k,α〉 = eiχ−k,αΘ |uI

k,α〉 , (2.25)

where α = 1, . . . , N . In analogy with the charge polarization, we define partial polariza-

tions for each s =I, II corresponding to Wannier centers,

P s =
1

2π

∫ π

−π
dkAs(k) =

1

2π

∫ π

0

dk[As(k) +As(−k)], (2.26)

where As(k) = i
∑

α 〈usk,α|∇k|usk,α〉. From the above definitions it is easy to show that we

may relate the partial connections as AI(−k) = AII(k)−∑α∇kχk,α, so that

P I =
1

2π

ï∫ π

0

dk(AI(k) +AII(k))−
∑

α

(χπ,α − χ0,α)

ò
. (2.27)

The first term is the Berry connection and the second term guarantees gauge invariance,

since the integration path is open [99]. This may be rewritten introducing the unitary

matrix ωmn(k), that in this case is antisymmetric at points k = 0 and k = π. In the same
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manner as before, we characterize ωmn(k) by its Pfaffian, and thus we have

ln

ß
Pf[w(π)]

Pf[w(0)]

™
= i
∑

α

(χπ,α − χ0,α). (2.28)

We note that the total charge polarization is given by the sum of partial polar-

izations Pρ = P I + P II; we thus define the time reversal polarization as the difference

Pθ = P I − P II, written as [99]

Pθ =
1

2π

ï∫ π

0

dkA(k)−
∫ 0

−π
dkA(k) + 2iln

Å
Pf[w(π)]

Pf[w(0)]

ãò
. (2.29)

The TRP defined above is an integer defined modulo 2; odds and evens are distinguished

by the path choice between k = 0 and k = π, and therefore the authors wrote Pθ as

(−1)Pθ =

√
det[w(0)]

Pf[w(0)]

√
det[w(π)]

Pf[w(π)]
. (2.30)

We may then infer that Pθ defines states with distinct polarizations and are related to the

presence or absence of degenerate Kramers pairs in the system, and thus define distinct

topological phases given that P cannot be altered by continuous deformations of H that

preserve T . However, the authors proved that adiabatic changes in H that preserve

TRS at the initial and final points of a cycle define a Z2 topological invariant given by

the difference of time reversal polarization (that maps the changes of Wannier centers

throughout a cycle) between t = 0 and t = T/2, i.e., ∆ = Pθ(T/2)−Pθ(0) mod 2. Finally,

we can calculate the topological invariant at the TRIMs as

(−1)∆ =
4∏

i=1

√
det[w(Γi)]

Pf[w(Γi)]
. (2.31)

Eq. 2.31 is specially useful in systems where additional symmetries, such as cen-

trosymmetry, is present. The question that arises at this stage is: is this true for non-

centrosymmetric systems, as is the case for GeTe or HgTe? The answer is yes: in 2011

Soluyanov and Vanderbilt [100] developed a method for calculating ∆ that is applicable to

any system, being particularly useful when the material is non-centrosymmetrical, as is

the case for HgTe. In terms of WCCs, ∆ may be rewritten as

∆ =
∑

α

[x̄I
α(T/2)− x̄II

α (T/2)]−
∑

α

[x̄I
α(0)− x̄II

α (0)]. (2.32)
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Figure 2.7: Wannier charge center evolution x̄ as a function of time t in an adiabatic
process. The WCCs wrap around an unit circle as t varies from 0 to T/2. (a) Odd number
of pair exchanges, defining a Z2 insulator. (b) WCCs reconnect without exchanging pairs,
defining a trivial phase. Figure extracted from Soluyanov (2011) [100].

This method consists of tracking the evolution of WCCs along the torus between t = 0

and t = T/2 using a gauge that satisfies T invariance and continuity over the half-

torus [100]. Soluyanov and Vanderbilt demonstrated that to calculate the Z2 invariant

it is necessary to choose a gauge that respect such restrictions and this corresponds to

maximum localized Wannier functions (MLWFs) for each t, as long as the WFs are a

smooth function of t. Such gauge choice must provide the smallest possible quadratic

deviation Ω =
∑

n(x̄2
n− x̄2

n). Under these constraints, the MLWFs are eigenvectors of the

position operator, which in turn commutes with the time reversal operator Θ. In other

words, its eigenvalues are doubly degenerate and its eigenvectors come in Kramers pairs

in t = 0 and t = T/2. Now, since WCCs are defined modulo 1 [100], we may imagine them

wrapping an unit circle after each half-cycle (Fig. 2.7); the system will be in an odd Z2

state (∆ = 1) if along the process the WCCs (blue and green curves representing two

charge centers) “exchange” pairs, that is, two Kramers pairs in t = 0 do not reconnect in

t = T/2, which is equivalent to the previous argument of the Fermi level being crossed

an odd number of times by degenerate Kramers pairs, thus defining a non-trivial band

topology. In the case of even pair exchanges, the WCCs reconnect without the unit circle

being wrapped as a whole, with no effective Kramers pairs exchange. In general, as the

x̄n are carried out throughout the BZ between t = 0 and t = T/2, they either exchange
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pairs or they do not, defining an odd or even Z2 invariant, respectively. This allows us

the draw an arbitrary curve along the WCCs evolution and depending on the number

of time said curve is crossed by the x̄n the system will be of non-trivial (odd) or trivial

(even) topological nature. An extension of this method consists in, instead of tracking

the individual WCCs evolution, determining the largest gaps between WCCs (red curves

in Fig. 2.7b), which allows us by visual inspection to determine the topological invariant

from the flux of WCCs through the manifold (x̄n, t). This method is of particular interest

since the post-processing WannierTools [103] algorithm used at the end of chapter V is

partially based on it.
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Chapter III

Methodological Fundamentals

In this chapter the theoretical background of methods applied in the composition

of this thesis will be presented. In summary, the approach is based on Density Functional

Theory (DFT) in the context of periodic systems with plane-wave basis and pseudopoten-

tials, that poses as an approximative solution to the many-body Schrödinger’s equation,

given its exact insolubility. In DFT, if the electronic density ρ(r) is known, the system’s

ground state energy, as well as its other structural properties, may be uniquely determined

once these are treated as functionals of ρ. Rather than using the usual wave function, an

abstract quantity with no physical interpretation, with 3N spatial coordinates and N spin

coordinates, the electronic density is treated as the fundamental quantity that is only a

function of 3N spatial coordinates, and thus the many-body problem is greatly simplified.

Therefore, the DFT facilitates the study of many-electron systems, being extensively used

in condensed matter research. The topological phase transitions require, in this context,

use of Wannier functions to determine surface states and topological index ν ∈ Z2. Based

on this formalism, employment of methods to calculate ν for periodic materials with and

without inversion symmetry becomes necessary for the topological properties studied in

this thesis.

3.1 The Many-Body Interaction Problem

A large portion of available electronic structure methods is based on the Born-

Oppenheimer approximation, where the mass of electrons is considered to be much smaller

than that of nuclei, so that within the electronic time frame the nuclear dynamics can

be neglected. Hence, within this approximation we consider electrons moving in a “field”

of fixed nuclei, resulting in the decoupling of electronic and nuclear dynamics. That is
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to say the Hamiltonian describing the system will have distinct contributions, with the

electronic wave function being explicitly dependent on electronic coordinates, so that for

each nuclear configuration there is a different electronic problem to be solved. Therefore,

the system Hamiltonian in an orthonormal basis {|ψn〉} may be written as [104]

H = T + Ven + Vee =
∑

µν

hµνa
†
µaν +

1

2

∑

µνκγ

gµνκγa
†
µa
†
κaνaγ, (3.1)

where (Eq. C.16)

hµν = 〈ψµ|Hen|ψν〉 =

∫
drψ∗µ(r)

[
− ~2

2m
∇2 − 1

4πε0

∑

R

Z

|R− r|

]
ψν(r) (3.2)

is the electronic Hamiltonian T + Ven, due to the nuclei, of an electron described by a

wave function ψn, and

gµνκγ = 〈ψµψκ|Vee|ψνψγ〉 =
1

4πε0

∫
drdr′ψ∗µ(r)ψ∗κ(r

′)
1

|r− r′|ψν(r)ψγ(r
′) (3.3)

the repulsive potential Vee due to the electron-electron interaction. Despite simplifying the

problem using the Born-Oppenheimer approximation, the repulsion term still results in

unfeasible calculations in typical cases, forcing us to resort to additional approximations,

namely Hartree-Fock and DFT, for instance.

3.2 The Hartree-Fock Approximation

The Hartree-Fock approach (HF) is a variational method based on finding an ap-

proximation for the ground state of a system composed of N electrons as we minimize

the total energy EHF [105–108]. We begin with a reference state |0〉 lying within Fock space,

spanned by an orbital orthonormal basis {|ψn〉}, from which the Slater determinant is

constructed in such a way that

a†N . . . a
†
2a
†
1 |0〉 = |ψHF〉 , (3.4)
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where it follows that the Hartree-Fock energy related to the reference state is given by

the expectation value of HHF :

EHF = 〈0|HHF|0〉 =
∑

µν

hµν 〈0|a†µaν |0〉+
1

2

∑

µνκγ

gµνκγ 〈0|a†µa†κaνaγ|0〉 . (3.5)

The first term, related to the energy of an electron, tells us that the processes 〈0|a†µaν |0〉
are only possible if the orbitals µ and ν are occupied, so the created vectors must be equal

due to the orthonormality of basis vectors. Hence,
∑

µν = hµν 〈0|a†µaν |0〉 =
∑

α hαα. For

the two-electron energy, the operators aνaγ attempt to remove electrons to the right, and

the orbitals must be occupied, but need not be identical. Similarly, the a†µa
†
κ operators

attempt to remove electrons to the left, and once more the orbitals µ and κ must be

occupied, but need not be identical. Hence, there are two possibilities where µκ = νγ,

resulting in non-zero inner products:

∑

µνκγ

gµνκγ 〈0|a†µa†κaνaγ|0〉 =
∑

α 6=β

{
gαβ,αβ 〈0|a†αa†βaαaβ|0〉+ gαβ,βα 〈0|a†αa†βaβaα|0〉

}
.

From the anticommutator relation {aαaβ} it follows that aαaβ = −aβaα, and thus we

have
∑

µνκγ

gµνκγ 〈0|a†µa†κaνaγ|0〉 =
∑

α 6=β

{
gαβ,αβ − gαβ,βα

}
. (3.6)

Finally, we may rewrite Eq. 3.5 as [109]:

EHF =
∑

α

hαα +
1

2

∑

α 6=β

{
gαβ,αβ − gαβ,βα

}
=
∑

α

hαα +
∑

α 6=β

Fαβ. (3.7)

Here, we identify hαα as the usual electronic Hamiltonian, given by the kinetic energy

plus the external potential due to the static nuclear potential. The term gαβ,αβ is the

Coulomb repulsion (Vee) and the term gαβ,βα is denoted the exchange integral, J, arising

from the Coulomb interaction and Pauli’s exclusion principle.

The Hartree-Fock energy (or Fock matrix, Fαβ
[109]) defined in Eq. 3.7 represents

an upper limit for the ground state energy and is a functional of the occupied orbitals

|ψα〉, and its minimization can be obtained by the orthonormal orbitals restriction, i.e.,

〈ψα|ψβ〉 = δαβ. Such optimization is commonly reached by making use of Lagrange
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multipliers

LHF[{ψα}] = EHF[{ψα}]−
∑

αβ

λαβ{〈ψα|ψβ〉 − δαβ}, (3.8)

from which we may finally express the Hartree-Fock energy in terms of individual orbital

energies:

EHF =
∑

α

εα +
1

2

∑

αβ

(Vαβ,αβ − Jαβ,βα). (3.9)

We hence notice that within the Hartree-Fock approximation the total energy is not equal

to the sum of individual orbital energies. In fact, the approximation is based in the as-

sumption a problem of N interacting bodies is decomposed into N decoupled equations.

The optimization is done self-consistently, since the solutions are functionals of the refer-

ence state - the Fock matrix depends, through the sum over occupied orbitals (or density

matrix), on the Slater determinant on which it is applied. The HF approximation thus is

a key milestone in the development of methods to solve many-body quantum problems.

However, it does not take into account the electron correlation, since it treats each elec-

tron as though interacting with the remaining electrons via an effective potential. The

correlation energy, denoted as Ecorr. is defined as the difference between the exact ground

state energy and the Hartree-Fock energy. Any modern method that aims to improve

these approximations must somehow include the correlation energy. A powerful alterna-

tive is poised in first-principles calculations such as DFT, in which the wave functions as

replaced by the charge density as a fundamental quantity and every system property can

be extracted from it.

3.3 Density Functional Theory

As mentioned, the wave equation for real systems is impossible to solve when the

number of electrons N is sufficiently large, and thus robust approximate methods for

the Coulomb interactions are necessary. As a direct consequence, the electronic wave

function cannot be written as a single Slater determinant [70], and it follows that the

complexity of the problem grows exponentially with N . In this scope, DFT is poised

as a powerful tool for electronic structure calculations, offering precise results for finite

periodic systems or with a small number of atoms. Nevertheless, in spite of constant

software and code advances and developments, the theory still has practical limitations

owing to self-consistency and dimensionality of the system of interest, since electrons are
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often described by plane waves. Luckily, the study of functional two-dimensional materials

are performed on much smaller scales.

The DFT is the foundation of ab initio calculations and is based on the proof by P.

Hohenberg and W. Kohn [110] (1964) that the ground state wave function of an interacting

many-body quantum system can be treated as a functional of the electronic density ρ(r)

of the ground state, effectively reducing Eq. C.16 to a one-particle Hamiltonian, i.e., the

3N variables problem becomes N problems of 3 variables. The ground state energy is,

therefore, also a functional of ρ(r) and its minimum is the exact ground state energy of the

system in question. Correspondingly, we may in principle solve the many-body problem

by minimizing the energy functional, similar to the Fock matrix. Hence, Hohenberg-Kohn

postulated two theorems (whose proofs are readily available in any textbook and will not

be included here):

Teorema 1. The effective potential Veff acting on the electrons is a unique functional of

the electronic density ρ((r);

Teorema 2. For a given electronic density ρ’ > 0, the total energy is an upper limit for

the exact ground state energy, i.e., E0 6 E[ρ’].

The second Hohenberg-Kohn theorem is an exact analog of the variational princi-

ple, where the test quantity is the wave function. The minimization of the test density

determines its own Hamiltonian that consequently determines its own wave function.

In 1965, Kohn-Sham [111] provided a self-consistent strategy, analogous to Eq. 3.7, to

minimize the ground state energy of a system by constructing a reference system of non-

interacting electrons subject to an effective potential with electronic density exactly equal

to the density of an interacting electrons system. Naturally, the result will be as good as

the choice of an energy functional on which it is based and, despite the second Hohenberg-

Kohn theorem guaranteeing the existence of said functional, its exact form is still unknown

and widely used additional approximations are necessary, namely the generalized gradient

(GGA) and local density approximations.

Since every property is a functional of the electronic density ρ(r) = a†(r)a(r), in

DFT the total Hamiltonian of an arbitrary system is

HKS[ρ] = Hel. + V KS = Hel.[ρ] + Vee[ρ]− wex.K[ρ] + vxc[ρ], (3.10)

where K is the exact exchange contribution for the Kohn-Sham energy and vxc is the
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exchange-correlation potential, over which the previously mentioned approximations are

made. The scaling factor wex. is zero for non-hybrid theories [112], such as GGA. The

Kohn-Sham is then written as:

EKS = 〈0|HKS|0〉 =
∑

µν

hµν 〈0|a†µaν |0〉+
(1− wex.)

2

∑

µνκγ

gµνκγ 〈0|a†µa†κaνaγ|0〉+ Exc[ρ].

(3.11)

We may, for simplicity, express the KS energy in terms of the density matrix C.22 in order

to obtain the KS matrix, equal to the Fock matrix encountered in the previous section

up to a scaling factor wex., and given by the derivative of EKS with respect to the matrix

Dµν
[112]:

(GKS(D))µν =
∂EKS[ρ]

∂Dνµ

=
∑

µν

hµν + FHF
µν (D) +

∂Exc[ρ]

∂Dνµ

, (3.12)

where we have defined GHF
µν =

∑
κγ Dγκ(gµνκγ − wex.gµγκν). Here, the third term of the

KS matrix is the derivative of the exchnge-correlation energy, defined as the exchange

correlation potential, given by

vxc(r) =
δExc

δρ(r)
. (3.13)

Similarly to the Hartree-Fock approximation, we may minimize the Kohn-Sham equation

by using Lagrange multipliers or exponential parametrizations to obtain the individual

Kohn-Sham orbital eigensolutions [70]:

HKS |ψKS
i 〉 = Ei |ψKS

i 〉 . (3.14)

We see now explicitly that the strategy employed by Kohn and Sham allows us to replace

a problem of N interacting electrons with N problems of a single electron subject to an

effective external potential that accounts for the interactions with the remaining system

electrons and nuclei, similar to the HF approximation. The ground state solution is thus

found by identifying the N eigenvalues of Eq. 3.14 and constructing the charge density

ρ(r) =
N∑

i=1

ψ†i (r)ψi(r)a†iai (3.15)

which in turn is used to obtain a new KS potential and from it, new solutions. Having a

new set of solutions, a new density ρi+1 is calculated and then compared with the initial

density ρi: if the difference of densities is within a previously established convergence

threshold, ρi+1 may be used to determined system observables. If convergence is not
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ρ(r)
Ansatz︷︸︸︷
===

∑N
i=1ψ

†
i (r)ψi(r)

vxc =
δExc

δρ
veff.

HKS |ψKS
i ⟩ = Ei |ψKS

i ⟩ρi(r) = ρi+1(r)

ρi+1(r)

ρi+1 − ρi < thr.? Observables
YES

NO

Figure 3.1: Self-consistency cycle sketch.

achieved, ρi+1 is plugged back into the KS equation and the cycle is repeated until a

self-consistent solution for ρ and V KS is found [70,111], as illustrated in Fig. 3.1.

3.4 Exchange-Correlation and Hybrid Functionals

Essentially, DFT is a purely exact theory, however it does not provide any means to

understand the properties of a given material by only knowing the shape of its electronic

density. As previously mentioned, its application is tied to how good is the functional of

choice for the exchange-correlation energy description. The branch of physics for devel-

opment and testing of functionals able to accurately describe the potential vxc is highly

active and though the exact form of the E[ρ] functional is complex, an extraordinary

success is reached with quite simple approximations. Notably, the simplest LDA form

was provided by KS in their seminal work [70,110,113], where the authors suggest ρ may be

treated locally as a homogeneous electron gas:

ELDA
xc =

∫
drρ(r)εxc[ρ(r)] =

∫
drρ(r)[εx + εc], (3.16)
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where εxc is the exchange-correlation energy per electron of an uniform electron gas of

density ρ(r). Thus, in this approximation the potential vxc takes the form:

vLDAxc [ρ(r)] =
δELDA

xc

δρ(r)
= εxc(ρ(r)) + ρ(r)

∂εxc(ρ)

∂ρ
. (3.17)

Since the ELDA
xc functional is universal, the only necessary information is the elec-

tron gas exchange-correlation energy, i.e., for practical LDA applications one needs to

determine Exc of an uniform gas with a given density ρ(r). The basis of this approxima-

tion is that for densities commonly found in solids, the exchange and correlation effects

are of short range. However, how far this can be used in practical applications must be

tested. For materials where the density is similar to that of a homogeneous gas, such

as metals, the use of LDA is quite suitable. In cases where the density varies abruptly,

such as in molecules, its use often fails. Still, the LDA is a mark for the construction

of more generalized and adequate functionals for non-homogeneous systems, namely the

GGA functional, where not only the value of ρ at every r is expressed, but also Exc as a

function of the density’s gradient ∇ρ [114]:

EGGA
xc [ρ(r),∇ρ(r)] =

∫
drρ(r)εxFxc[ρ(r),∇ρ(r)], (3.18)

where Fxc is a dimensionless local exchange factor. The GGA functional has various

available parametrizations, however for this thesis only the Perdew-Burke-Ernzerhof [114]

(PBE) parametrization will be used and more details regarding its implementation can

be found in their original work.

As the calculation of EKS and ρ utilizing the mentioned functionals has no empir-

ical parameter, we may consider them to be ab initio, commonly denoted first-principles.

The band gap estimatives within Kohn-Sham’s formalism is done by taking the differ-

ence between the highest occupied and lowest unoccupied energy levels. However, despite

great success of simpler functionals such as LDA and GGA for electronic band struc-

ture characterizations, it is well established that these functionals underestimate real

gaps [115], specially in semiconducting systems. An alternative is given in the form of hy-

brid functionals [116–119] that allow for a better description of important physical properties

descriptions, such as lattice parameter and band gaps. Hybrid functionals such as Heyd-

Scuseria-Ernzerhof (HSE) e B3LYP [118–120] are widely used in the description of atoms

and molecules and are based on employing a fraction of the short-range Hartree-Fock
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exchange, rather than the exact local exchange, offering a better energy gap description

that is comparable to experimental values. The HSE06 functional applied in chapter IV

uses an error function to split the Coulomb potential in short-range and long-range con-

tributions to calculate the exact HF exchange, and the exchange-correlation term can be

expressed as

EHSE
xc = aEHF,SR

x + (1− a)EPBE,SR
x + EPBE,LR

x + EPBE
c , (3.19)

where a is the HF mixing parameter [118,119], EHF,SR is the HF exchange energy and

EPBE,SR and EPBE,LR are the short and long-range PBE functional components, respec-

tively.

3.5 Computational Details

In the following chapters our results and discussions regarding the electronic and

structural properties of monolayer α-In2Se3 within the context of strain engineering and

subsequently of surface oxidation will be presented. To asses these properties, the elec-

tronic structure calculations were carried out using DFT within the GGA-PBE approxi-

mation [121] for the exchange-correlation functionals, where the employment of the HSE06

hybrid functional [122] was necessary for a better approximation of experimental band gaps.

At first, to characterise the system, optoelectronic properties of single-layer α-

In2Se3 subject to biaxial strains were explored. It was shown that this system is highly

sensitive to external factors that lead to unit cell compressions or exansions, as well as

the feasibility of manipulating the electronic band gap and consequently the material’s

optical properties under certain conditions, leading to its applicability in photocatalyst

devices. Next, we explored how such properties respond to adsorption of oxygen atoms

to the layer’s surface and how the band topology is classified within these conditions. We

showed that the newly formed α-In2Se3O material undergoes a quantum phase transition

due to the emergence of non-trivial topological edge states that can be further manipulated

through external applied electric fields.

In all cases, we start from an hexagonal unit cell with a vacuum of more than

20 Å in the z-axis to avoid periodic image interactions. The systems were treated

within the context of DFT calculations [110,111] carried out as implemented in the Quan-

tum ESPRESSO (QE) [123,124]. The exchange-correlation functional was treated using the
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PBE parametrization of the GGA approximation, unless the use of hybrid functionals

is needed. Valence electrons were described by the projector-augmented wave method

(PAW) [125], whereas core electrons were modeled with norm-conserving pseudopotentials

following the Troullier and Martins [126] parametrization.

The cutoff energy for the plane wave basis was fixed at 60 Ry and a Monkhorst-

Pack [127,128] k-grid of 6×6×1 was adopted and was sufficient for Brillouin zone sampling,

leading to a convergence threshold of 10−8 eV. Geometric optimizations were carried out

until residual forces on each ion were less than 0.01 eV/Å.

Structural stability was studied by employing the density functional perturbation

theory (DFPT) as implemented in the QE PHonon package. Interatomic forces were

calculated over a 3×3×1 supercell with a 12×12×1 q-point grid, within a convergence

threshold of 10−12 eV Å−1.

In-plane and out-of-plane electronic polarization calculations were carried out for

each unit cell using the Berry phase approach, as implemented in the modern theory of

electronic polarization. The in-plane polarization was calculated as the sum of x and y

components, since QE implementations only allow for in-axis calculations.

The Z2 topological invariant was calculated from the orthogonal maximum local-

ized Wannier function basis obtained from self-consistent calculations used in the con-

struction of a tight-binding Hamiltonian, as implemented in the WannierTools [103] pack-

age. The calculation of surface states corresponding to bulk topology was carried out

using the surface Green’s function for a semi-infinite system.
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Chapter IV

Single-layer α-In2Se3 as a

Photocatalyst for H2O Splitting

This finished work has been published in Phys. Chem. Chem.

Phys., 2020, 22, 3520-3526.

Driven by the search for new forms of renewable energy that could replace fossil

fuels and reduce environmental impacts, hydrogen generation from photocatalytic water-

splitting processes has attracted much attention due to its economical interest as well

as the fact that it does not produce pollutants. However, efficient photocatalytic water-

splitting is somewhat challenging. Photocatalysts require a band gap energy of the order

of water reduction potential (1.23 eV), which imposes limits upon potential materials,

and even within this regime the efficiency of the solar-to-hydrogen process is as low as

10% [129,130]. Additionally, the water splitting process requires good carrier mobility and

adequate band edge alignment [131] to drive hydrogen evolution reaction (HER), as well as

oxygen reduction (OER).

Two-dimensional semiconductors are potential candidates to fit these criteria and

have been explored as promising photocatalysts for HER [26,132–134], due to their striking

electronic and optical properties and tunable band gaps. Although many materials have

been proposed as photocatalysts, their overall synthesis is difficult, and even those that

have been synthesized, such as phosphorene [130] and SnO [132], still possess limitations,

motivating the search for more efficient candidates.

Among these materials, indium selenide (In2Se3) is a III2-IV3 group layered semi-

conducting compound that has been extensively studied for many years due to its vary-

ing applications that include photodetection [61,64,135] and phase random access memo-
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ries [65,136]. In2Se3 is formed by vertical stacking of covalently bonded quintuple layers

of In and Se sheets via weak van der Waals interaction with a sizable direct band gap

of 1.3-2.0 eV in its bulk α phase or in the few-layers regime [69,137–140], and shows very

efficient visible-light absorption [26,63], which may offer promising use in solar energy con-

version and supports applications in photocatalytic activity for hydrogen gas generation or

Cr(VI) removal [134]. This material has also been shown to be an excellent broad-range pho-

todetector, with photoresponses ranging from ultraviolet to short-wavelength infrared [64].

Additionally, this selenide has intrinsic out-of-plane ferroelectricity [67,69], which can be

explored to improve and accelerate the carrier mobility required for a higher efficiency in

the photocatalytic water-splitting process [32].

The ability to manipulate the nature of the electronic structure of 2D materials has

been permitting the functionalization of nanomaterials and the development of the next

generation of ultrathin nanodevices. For instance, graphene and graphene-based devices

have shown promising performance as both gas [141–143] and biosensors [144–146]. Despite

investigations on the adsorption of gas molecules on 2D indium selenide being somewhat

scarce, InSe and α-In2Se3 have recently been shown theoretically to be applicable as gas

molecule sensors, such as N2, NH3
[147], NO and NO2

[148]. Strain engineering has also been

used to adjust the electronic structure and band gap of semiconducting materials, such

as thin films. Strain may be achieved experimentally by controlled synthesis routes, such

as deposition rates in epitaxial growth, sample thickness, changes in substracts, applied

pressure and other techniques [149,150]. In this context, Feng et al. [151] have demonstrated

that strain sensor arrays fabricated from patterned 2D α-In2Se3 films show excellent sta-

bility and high spatial resolution in strain distributions, leading to interesting applications

in wearable electronic devices for robotics and human body monitoring.

In order to shed some light on the nature of the electronic structure of the α

phase of In2Se3 under strain, we have performed calculations based on Density Functional

Theory (DFT). Here we report a thorough investigation of the influence of biaxial strains

on the electronic properties of single layers of α-In2Se3, and the results show that there

is a change of the band gap nature. Furthermore, our results also demonstrate that this

material is suitable for photocatalysis with compressive strains.

The effect of the biaxial strain on the electronic structure was investigated by defin-

ing εb = (a− a0)/a0, where a (ao) is the new in-plane lattice constant (lattice parameter

of the fully relaxed system). In this sense, aiming to examine the photocatalytic perfor-

mance of α-In2Se3 under strain, the hybrid Heyd-Scuseria-Ernzerhof (HSE06) functional
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was employed to better describe the band gap energy, as implemented in the Vienna Ab

Initio Simulation Package (VASP) [152]. To perform the band edge alignments, we have

calculated the electrostatic potential of the single layers along the z-axis, while adding a

self-consistent dipole correction to the vacuum region in order to balance the energy lev-

els of different sides of the monolayer due to intrinsic electric polarization [67]. All energy

levels were then subtracted by the calculated reference level in order to determine the

position of the band edges for comparison to water oxidation and reduction potentials.

The UV-Vis optical absorption of the studied material was calculated by applying

the sum-over-state method implemented in VASP along with HSE06 formalism. The

optical properties were obtained from the frequency-dependent complex dielectric function

ε(ω) = ε1(ω) + iε2(ω), using the Kramers-Kronig relation [153]. To determine the fraction

of light absorbed by the material, we have calculated the optical absorption coefficient α

(in cm−1) for each structure as a function of the wavelength of the incident light using

the following equations:

α(ω) =
4π

λ

(√
ε21 + ε22 − ε1

2

)1/2

. (4.1)

where λ and ω are the wavelength and frequency of the incident light, respectively. These

calculations were performed using a 12×12×1 k-point mesh with a 520 eV energy cutoff.

The fully relaxed crystal structure of monolayer α-In2Se3 is depicted in Fig. 4.1(a).

Each monolayer is five atoms thick, arranged in a Se-In-Se-In-Se sequence, with a total

height of one quintuple-layer of about 6.6 Å. The calculated lattice parameter is 4.106 Å,

which agrees very well with foregoing experimental and theoretical studies [67,154]. The the-

oretically predicted electronic band structure of monolayer α-In2Se3 has been calculated

along the high symmetry M-Γ-K-M path (see Fig. 4.1(b), left panel), and an indirect

electronic band gap of 0.81 eV obtained through GGA-PBE approach is observed, cor-

roborating with previous studies [67,140,147,148].

The right side of Fig. 4.1(b) shows the PDOS of monolayer α-In2Se3. On the one

hand, it is noted that the peaks of PDOS above the Fermi level are mainly ascribed to the

In-5s and Se-4p orbitals. On the other hand, the peaks below the Fermi level are mainly

associated with Se-4p orbitals. Fig. 4.1 (c) and (d) shows the real-space distributions of

the Bloch functions. Whilst the Valence Band (VB) is mainly dominated by Se p orbitals,

the Conduction Band (CB) is a mixture of Se s, p and In s orbitals, showing that VB

and CB states are spatially separated. Such spatial separation could facilitate HER and

OER, improving the photocatalytic properties of the material.
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Figure 4.1: Equivalent rectangular geometric structure and band structure of monolayer
α-In2Se3. (a) Side and top view of the monolayer α-In2Se3 structure. The dashed lines
delimit the unit cells. (b) GGA-PBE calculated band structure and Partial Density of
States (PDOS, in the right) for the unstrained α monolayer. The Fermi level is shifted to
energy zero. Real space distribution of the Bloch wave functions of (c) VB and (d) CB
along the M-Γ path.

For an unstrained single layer of α-In2Se3, we have also performed calculations

with the Spin-Orbit Coupling (SOC) to further investigate the electronic properties of

this phase. When SOC is included, we observe a splitting of energy bands due to the

Rashba effect and the energy levels at Γ are ever so slightly shifted upwards by a few

milielectronvolts, causing the gap to now be direct. The difference in energy levels between

the band structures with and without SOC is as low as 4 meV, and this has also been

reported by other authors [140].

The effects of external forces applied on the stable 2D α-In2Se3 structure are ex-

amined. The calculated band structures are shown in Fig. 4.2. In particular, focusing

the analysis around the Fermi level, one observes that the Conduction Band Minimum

(CBM) of the CB (highlighted in blue) remains at Γ regardless of εb. Varying εb from -8%

up to 6%, CB shifts gradually toward lower energies along M-Γ direction, while shifting

upwards along Γ-K direction, leading to a more delocalized band. For the VB (highlighted

in red) one observes a reduction of the energy dispersion for both M-Γ and Γ-M direction

up to εb = 2%; above this strain the opposite behavior emerges. Additionally, it is also

verified that the sub-VB λ states (Fig. 4.2(g), highlighted in orange) and Valence Band

Maximum (VBM) are degenerate at the Γ point for all strain considered herein. Regard-



IV Single-layer α-In2Se3 as a Photocatalyst for H2O Splitting 42

Figure 4.2: GGA-PBE calculated band structures (a)-(j) of α-In2Se3 for the different
values of εb. The blue and red curves are Conduction Band (CB) and Valence Band
(VB), respectively. The sub-VB state λ is highlighted in orange. All band structure plots
are shifted by their respective vacuum level.

ing the band gap nature, it is worth noting that by going from εb = +6% to -8%, an

indirect to direct transition occurs at εb = -4%.

Fig. 4.3 shows the band gap behavior as a function of the εb for the monolayer α-

In2Se3, within the GGA-PBE and HSE06 approaches. One can clearly note that the same

trend emerges for both GGA-PBE and HSE06 curves, being the GGA-PBE always lower

than the corresponding HSE06 values, as expected. In both cases, for a strain ranging

from εb = 6% to -4%, the indirect band gap increases monotonically. In contrast, from

εb = -4% to -8%, the band gap magnitude decreases monotonically, but remaining higher

than εb = 6%. In special, an inflection point at εb =-4% is observed, exactly where an

indirect to direct band gap transition occurs.

A detailed lattice dynamics calculation was carried out to verify the structural sta-

bility and active Raman modes (see Table IV.1) for different values of εb. The calculated

peaks of the unstrained α-In2Se3 at 93.4, 173.8 and 188.9 cm−1 are attributed to A1, A1

(TO) and A1 (LO+TO) phonon modes, respectively, in good agreement with experimen-

tal [69,138,155,156] and theoretical [67,157] reports. Our findings show that the active Raman

modes undergo a blue-shift when pressure is applied, as is reported when In2Se3 suffers

a phase transition from α to β. Additionally, as a increases, the active modes undergo a
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Figure 4.3: GGA-PBE (black circle) and HSE06 (red square) calculated band gap vs.
in-plane biaxial strain. The dashed line is a guide to the eyes.

red-shift.

Table IV.1: Raman Active Phonons for the α phase for different values of εb.

Active Raman Peaks in Γ (cm−1)
εb (%) A1 A1(TO) A1(TO+LO)

-4 99.0 184.8 205.9
0 93.4 173.8 188.9
4 84.0 159.2 173.4

In2Se3 and its homojunctions have been attracting great interest for photocat-

alytic applications [26,134]. In this sense, we have systematically studied the biaxial strain

dependence of the CBM and VBM position for the 2D α-In2Se3 with respect to water re-

duction and oxidation potentials, using the hybrid HSE06 functional. The obtained band

gap was 1.46 eV, which is in accordance with previous reports [67] and deviates less from

experimental values [69,139], compared with the previously calculated GGA-PBE value.

The demonstrated feasibility of tuning the band gap energy with biaxial strains

implies that single-layered α-In2Se3 can potentially be designed for usage as a visible-light

photocatalyst. It is clearly seen from Fig. 4.4 that the CBM of the 2D structures, for

compressive strains from -4% to -8%, is higher than the reduction potential of H+/H2 at

a pH value of 0 (the standard potential is -4.44 + pH×0.059 eV). Hence, the predicted

band gap of 1.46 eV is appropriate for visible-light absorption, and therefore 2D α-In2Se3
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meets the requirements for photocatalytic hydrogen gas generation. One can also notice

that the VBM of the structures within this strain range, except for εb = -4%, sit at higher

energy levels than the oxidation potential of O2/H2O (-5.67 + pH×0.059 eV); as such, a

small external bias potential of 0.15 ∼ 0.25 eV (εb = -6%) and 0.4 ∼ 0.50 eV (εb = -8%)

is required to enable oxygen evolution in photocatalytic water splitting. Alternatively, a

more feasible way to enable hydrogen gas generation and oxygen evolution of 2D α-In2Se3

under these strain conditions is to slightly increase the pH levels of the solution. For

instance, the adequate pH levels for the considered values of strain would be within the

range of 0-3 and 2-4 for εb = -4 and -6%, and 7 for εb = -8%, respectively. Our model

is an approximation of a neutral surface and neglects solvent effects. It is worth noting

Figure 4.4: HSE06 calculated band edges diagrams of 2D α-In2Se3 with respect to the
vacuum level. The dashed lines represent the H2O potentials in a pH = 0 solution. The
width of the coloured blocks is a guide to the eyes.

that for a deeper study of the feasibility of manipulating the redox potentials of water by

changing pH levels, the approach by Nørskov could be adopted [158–160], where the water

splitting reaction is explicitly treated, but that is not the main focus of this work, since

we are using a neutral surface approximation and neglecting solvent effects.

To further assess the photocatalytic water-splitting capabilities of α-In2Se3 using

visible light, the absorption spectra and effective masses have also been calculated. In

Fig. 4.5, we present the optical absorption spectra of α-In2Se3 monolayer for εb values

0,-4,-6, and -8%. In general, we can observe that for 0, -4, and -6% the spectra present
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Figure 4.5: Optical absorption spectra of α-In2Se3 monolayer in the visible light range for
εb 0, -4 -6, and -8%, based on HSE06 calculations.

a similar photoresponse in the range of visible light. On the one hand, the spectrum

for εb = -8% presented a slightly higher absorption compared to others from 1.5 up

to 2.9 eV; the absorption edge for this structure is around 1.6 eV. On the other hand,

from 2.9 up to 3.5 eV, εb = 0% presents the highest intensity. Overall, our results show

that the optical absorption of α-In2Se3 monolayer is little affected by relatively small

compressive strains. Regarding the change of electron-hole mobility by applying strain,

the results show that there is a reduction of electron (hole) effective mass of 59.0% (4.8%),

as a compressive strain is applied from 0% → -4%. As a result, the photo-generated

electrons in the strained structure possess higher mobility with respect to the ones in the

unstrained structure, which could favor the two half-reactions of water splitting (O2/H2O

and H+/H2). For εb between -2% and +4%, the predicted band gap remains appropriate

for visible light absorption, but the CBM is lower than the reduction potential of H+/H2,

and thus α-In2Se3 becomes unsuitable for hydrogen gas generation. However, the VBM of

all structures are lower than the oxidation potential, and therefore these structures remain

suitable for oxygen evolution. When the applied strain reaches 6%, the predicted band

gap energy is much lower than 1.23 eV and 2D α-In2Se3 becomes unsuitable for visible-

light photocatalysis. Then, based on these results, considering a pH of 0, the optimal

value of the biaxial strain to drive photocatalytic water splitting is -4%.
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4.1 Conclusions

In summary, we have performed DFT calculations to explore the electronic struc-

ture of monolayer α-In2Se3under biaxial strains. We have demonstrated that two dimen-

sional In2Se3 on its α phase undergoes an indirect-direct gap transition for compressive

biaxial strains higher than 4%. Our results also predict that for relatively small strains

the calculated band gap increases or decreases monotonically (based on the value of εb).

These biaxial strain studies for α-In2Se3 are useful to understand the physical property

patterns for two-dimensional layers of this selenide. We have also shown that 2D α-In2Se3

is a suitable material as a visible-light photocatalyst in hydrogen gas generation under

compressive biaxial strains, and require very small pH values or external bias potentials

to drive oxygen evolution in water splitting. These results show that controlled changes in

the lattice parameter offer new insight into the technological applications of single-layered

α-In2Se3 and enhance the photocatalytic activity of this material.
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Chapter V

Non-trivial Edge States in

Oxygenated Monolayer α-In2Se3

This finished work has been published in ACS Appl. Nano Mater.

2021, 4, 8154-8161.

Two-dimensional materials, such as graphene [1,2], have remarkable properties that

not only deviate from those of their bulk parent crystals, but can easily be tuned by

external stimuli, resulting in their usage in a wide range of applications. However, for

reported band gaps below 2.0 eV, their applications in optoelectronic and photoresponsive

devices may be hindered in an important range of the electromagnetic spectrum [161,162].

Furthermore, many of these atomically-thin materials suffer oxygenation and degradation

when exposed to ambient conditions [27,163,164]. For instance, transition metal dichalco-

genides, black phosphorus and III2-IV3 group layered compounds such as In2Se3 samples

are known to form surface oxides, which may affect their device performance and degrade

surface states [139,164–167].

Although these findings are somewhat disadvantageous, oxygenation in 2D mate-

rials may also lead to more stability and remarkable useful properties. For instance, Zhou

et al. have shown that monolayer BiN [168] and black arsenic-phosphorus [169] display a high

performance as two dimensional field-effect transistors and could be potential candidates

for next generation electronic devices. Zhong et al. [170] have shown that a honeycomb

borophene oxide adopts a stable 2D planar structure and presents a topological phase

transition. Zhang [171] et al. have shown that in ultrathin antimonene high concentrations

of oxygen atoms drive an indirect-to-direct band gap transition, also inducing non-trivial

topological properties. Yang et al [165]. have also shown that monolayer 1T’-WTe2, a well-
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known topological insulator, may maintain its quantum spin Hall (QSH) insulator states

with high-coverage oxygen incorporation. Results of this nature spark the interest in the

exploitation of oxygenation effects on the electronic properties of different 2D materials.

Among these, a candidate under thorough research is α-In2Se3, a layered noncen-

trosymmetric van der Waals [154] semiconductor that has been predicted and shown [69] to

have a sizable indirect band gap suitable for various applications in optoelectronics [26,67],

photocatalysis, or pollutant removal [134]. The breaking of centrosymmetry leads to a

spontaneous out-of-plane polarization [67] that is switchable by an applied electric field.

In general, the emergence of electric polarization demands breaking of the structural cen-

trosymmetry in the polarization direction. Several recent experiments with SnTe [172],

In2Se3
[68,69,173] binary oxides such as ZrO2

[174] and HfO2, and group-V materials [175] show

that the ferroelectricity in these van der Waals 2D crystals can be strong enough and

survive thickness limitation. Recently, by density functional theory (DFT) calculations,

Zhang et al. explored the heterobilayer of β-phase antimonene and ferroelectric In2Se3

and demonstrated a strong coupling between topological and ferroelectric order, where the

change of ferroelectric polarization causes a switch between trivial and non-trivial topo-

logical phases [60]. Similar results were also recently reported by Bai et al. [176], where a

topological switching is achieved in Bi(111)-In2Se3 heterostructures by reversing the elec-

tric polarization of the selenide substrate. These findings further elucidate the interplay

between ferroelectricity and nontrivial topological characters in a large class of materials,

since both properties are tied to structural symmetries, and fundamental understanding

of their relationship could pave the way for new generation devices.

Here we demonstrate through DFT calculations the coexistence of spontaneous

electronic polarization and a topologically non-trivial phase in α-In2Se3O by incorpora-

tion of oxygen atoms onto its surface. The non-centrosymmetric structure and intrinsic

polarization, paired with spin-orbit coupling (SOC) and surface oxygenation render α-

In2Se3O a 2D TI. As such, our predictions open new possibilities for the exploitation of

2D semiconductors in the next generation of nanodevices.

Similarly to the previous chapter, Fig. 5.1a shows the fully relaxed crystal structure

of pristine single-layer α-In2Se3. The α phase of this selenide is a semiconductor with

indirect band gap and each unit cell is composed of one-atom sheets sequenced as Se(1)-

In(1)-Se(2)-In(2)-Se(3), as depicted in Fig. 5.1a. The optimized lattice constant is 4.11 Å

with the total height of each quintuple layer of around 6.75 Å and the In-Se covalent

bond lengths vary between 2.90 and 2.71 Å for the outermost Se-In-Se layers.
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Figure 5.1: (a) Side and top views of the atomic structure of monolayer α-In2Se3, with
the electric polarization pointing downwards along the c-axis. (b) Side and top views of
its 5×5 supercell with oxygen atoms adsorbed on surface Se atoms. In, Se and O atoms
are represented by purple, green and red circles, respectively. The dashed lines delimit
one unit cell within the structure.

Next, we investigated the energetic stability and the changes on electronic prop-

erties of α-In2Se3 under oxygen incorporation. To this end, we constructed a 5×5×1

supercell to explore several adsorption configurations and calculated the corresponding

binding energies (normalized per O atom) as Eb = Esys.−
(
EIn2Se3

+nEO

)
, where Esys. is

the total energy of the system, n is the number of surface oxygen atoms, EIn2Se3
is total

energy of the bare semiconductor and Eo is the reference energy of an oxygen atom from

different sources, and more details regarding these are discussed below.

Initially, we surveyed the interaction between oxygen molecules and surface. As

Figure 5.2: Dissociation reaction path of a
O2 on the surface of monolayer α−In2Se3.

a molecule approaches the surface, the to-

tal energies of its singlet and triplet become

degenerate for distances smaller than 2.0 Å.

For a better understanding of the interac-

tion, we have used the Nudged Elastic Band

(NEB) method, as implemented in the QE

package. An oxygen molecule is adsorbed

onto the surface as an initial configuration

(A1) , and the resulting dissociated pair of

oxygen atoms are then bonded to surface Se

atoms as a final configuration (A7). For the reaction pathway investigated (A1-A7), a

molecule in its singlet state results in a favorable reaction and an energy barrier of 0.47

eV is found.
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Coverage (%)
Eb/atom (eV)

atomic oxygen O2 molecule H2O molecule
4 -2.80 -0.25 +2.77
8 -2.78 -0.23 +2.79
16 -2.74 -0.19 +2.84
20 -2.73 -0.19 +2.84
24 -2.71 -0.16 +2.87
32 -2.68 -0.13 +2.90
36 -2.67 -0.12 +2.91
48 -2.65 -0.10 +2.92
100 -2.46 +0.09 +3.11

Table V.1: The binding energies per oxygen atom from different sources: an atomic oxygen
source (in a triplet spin state), a O2 molecule source (in its singlet spin state) and a H2O
molecule.

Additionally, we have explored the full oxygenation of the top (see Fig. 5.1b) and

bottom Se layers of 2D α-In2Se3, and the total energy difference between the two cases

is ∆E = Etop − Ebottom = −0.43 eV, hence on-top oxygenation is more favorable. As

previously mentioned, the α phase of this selenide has a spontaneous out-of-plane electric

polarization [67] due to the absence of centrosymmetry, resulting in an electron-rich (hole-

rich) Se top (bottom) layer, which is consistent with the preferred top layer oxygenation.

As such, any mentions of oxygenation throughout the text refer only to the top Se layer.

The oxygen binding energies were calculated with respect to common sources such

as: (i) an O2 molecule and (ii) an isolated atomic oxygen. For source (i), using half the

energy of an isolated oxygen molecule in a singlet state, Eb ranges from -0.23 (4%) to

+0.09 (100%) eV. In case (ii) we have calculated Eb of an isolated oxygen atom in a

triplet state. Foster et al. [177,178] and Crocombette [179] have also done so by using periodic

rectangular cells with varying lattice parameters exceeding 10 Å, but in our present work

the supercell is large enough to obtain the same results. By doing so, an isolated oxygen

atom in a triplet state is slightly more stable than otherwise, and the resulting binding

energies are shown in Table V.1.

To determine whether or not surface oxygenation had any form of selectivity, sev-

eral oxygen configurations for different concentrations were considered. For a given con-

centration, some configurations were considered and the results indicate that they are

energetically equivalent. In all schemes explored, from 4 to 36% of surface coverage the

lattice parameter was kept fixed. The relaxed Se-O bond lengths, once a molecule was

dissociated, range in between 1.68 and 1.70 Å with increasing surface coverage levels.

Based on the binding energy data, all configurations are energetically stable and the oxy-
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Figure 5.3: Phonon dispersion for α-In2Se3 with full passivation of Se surface sites by
oxygen atoms.

genation might be uniform, as is the case for epitaxial graphene under Ultrahigh vacuum

(UHV) exposure [180].

The fully oxygenated structure turned out to be structurally stable based on its

phonon dispersion spectrum along the high-symmetry M-Γ-K path (see Fig. 5.3), since

there are no soft modes along the Brillouin zone, indicating that this oxide is dynamically

stable.

In summary, the surface of α-In2Se3 is reactive to oxygen species, as reported both

experimental [139] and theoretically [64] in α-In2Se3 nanosheets. Additionally, the intrinsic

polarization is enhanced due to the charge redistribution between Se layers, however the

degenerate ground states with opposite electric polarizations achieved by displacement of

the central Se atom in the pristine structure is broken once oxygen is adsorbed [67]. In fact,

the equivalent final state is energetically less stable and its electronic polarization does

not switch. As such, we conclude that although the spontaneous polarization is preserved,

the ferroelectric nature of α-In2Se3 is lost in α-In2Se3O. The GGA-PBE calculated mag-

nitudes of the electric dipoles using the Berry phase approach is 0.14 eÅ per unit cell, in

good agreement with previous reports [67]; when oxygen is adsorbed, the dipole magnitude

is increased to 0.88 eÅ. We also note that the in-plane electric polarization along the [110]

direction is preserved with oxygen adsorption, and its magnitude was calculated to be

1.34 eÅ per unit cell. It is important to emphasize that oxygen incorporation in other 2D

materials, such as hexagonal borophene [170,181], antimonene [171] and phosphorene [182] has

been observed and could be used to further encourage efforts for experimental synthesis

of this system.

Previous studies have shown that strain engineering and surface oxygenation are
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effective methods for modulating the electronic structure of low dimensional materi-

als [59,181,183]. For a better understanding of how the surface oxygenation process impacts

the electronic properties of α-In2Se3, we calculated the band structures of 2D α-In2Se3O

and its individual (Se and O) orbital projections along the high-symmetry path M-Γ-K-M.

Pristine 2D α-In2Se3 is an indirect band gap semiconductor with a band gap of 0.81 eV

at the PBE level (Egap = 1.46 eV, as calculated with the HSE06 functional [67,140,148]) with

the Conduction Band Minimum (CBM) located at Γ and the Valence Band Maximum

(VBM) located along the M-Γ path.

Figure 5.4: Effective electronic band structures of α-In2Se3 with increasing surface oxygen
coverage along the M-Γ-K-M high-symmetry path. (a)-(c) Low coverage regime. An
indirect-to-direct gap nature transition is observed as oxygen concentration is raised.
(d)-(f) High coverage regime. Band inversion occurs and α-In2Se3O becomes gapless at
maximum concentration. All Fermi levels are shifted to zero energy.

It has also been demonstrated that in α-In2Se3, an indirect-to-direct band gap and

band inversion takes place in the vicinity of Γ when uniaxial or biaxial tensile strains

larger than 11% are applied [59]. SOC effect opens up a gap of 110 meV at the band
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crossing, the band structure finally exhibiting features of a two-dimensional topological

insulator. Taking into account the nature of the transition with tensile strains, we expect

that surface oxygenation with large surface area coverage could also lead to a conversion

into a 2D topological insulator of α-In2Se3. Indeed, high oxygen concentrations result in

the emergence of direct band gap α-In2Se3 oxides, with both VBM and CBM located at

Γ.

The unfolded effective band structures for increasing oxygen concentrations are

plotted in Fig. 5.4, while the detailed orbital projections are shown in Fig. 5.5a-h. First we

note, at low concentrations (Fig. 5.4a-c), the appearance of shadow bands in the band gap

(see Fig. 5.5a-d) attributed to oxygen atoms, with the CBM gradually shifting downwards

in energy as oxygen concentration raises. Strikingly, as surface coverage reaches levels

above 50% (Fig. 5.4d-f), there is an anti-crossing of bands at Γ near the Fermi level as a

result of a band inversion process. The conduction band, mainly composed of Se pz and In

s orbitals (Fig. 5.5a-d) sinks below the newly formed Se-O px band around EF, as shown

in Fig. 5.5e-h for maximum O concentration. We can attribute the raising of the px band

to the charge transfer of surface Se atoms to O atoms due to the strong electronegativity

of the latter. Importantly, as the band inversion develops, a strong hybridization opens

a 0.67 eV gap. Simultaneously, the valence band, mainly composed of py orbitals of top

surface Se atoms (see Fig. 5.5b-c), is extinguished, being substituted by a lower-energy

band as the VBM at Γ with px character (Fig. 5.5h). We can attribute this disappearance

to the strong chemical bond between py orbitals of top surface Se(3) and O atoms, which

forms a pair of bonding-antibonding bands. In fact, for maximum O concentration the

anti-bonding band is clearly visible as a fairly flat band below the Fermi level. The orbital

character of this band is shown in Fig. 5.5g-h.

To further confirm the band topological properties of 2D oxygenated In2Se3, the

Z2 topological invariant was calculated. The invariant can be determined by the par-

ity method if the system has inversion and time-reversal symmetry. However, α-In2Se3

is noncentrosymmetric, as mentioned and therefore, the topological invariant was calcu-

lated based on the evolution of the Wannier function center (WFC) in reciprocal space.

The tight-binding Hamiltonian of the semi-infinite system was constructed by maximally

localized Wannier functions (MLWFs) [123,124]. As the energy bands near the Fermi level

are predominantly composed of hybridized pz, px,y and s orbitals, the MLWFs are mainly

composed of s and p-like atomic orbitals of In and p-like atomic orbitals of Se and O

atoms generated by first-principles calculations.
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Figure 5.5: Orbital-resolved electronic band structure of pristine (a)-(d) and fully oxy-
genated α-In2Se3 (e)-(h) split into contributions from each atom. Orbitals are represented
by different colors and sizes according to their respective contribution to a given band.
The incorporation of oxygen into the system to hybridization and band inversion between
Se(1)-pz, In(1)-s, In(2)-s, Se(3)-py and O-px,y orbitals. All Fermi levels are shifted to zero
energy.

The occupied WFC’s as a function of ky are given in the unit of lattice constant a

in Fig. 5.7a. The topological insulator phase is distinguished from the normal insulator

(NI) phase by the variation in the WFCs. It is clear that Z2 equals 1 as the reference

line is crossed an odd number of times by the evolution curves, indicating the non-trivial

topology of 2D In2Se3O. To verify the existence of gapless edge states, we calculated

the band structure of a semi-infinite system employing the Green’s function method with

spin-orbit coupling and tight binding parameters from QE and Wannier90 [123,124,184], as

shown in Fig. 5.7b. The surface local density of states was calculated by employing the

WannierTools package [103] using the maximally localized Wannier functions obtained. It
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can be clearly seen that the edge states occur in the bulk band gap and cross linearly at

the Γ point that is topological in origin, since it connects bulk valence and conduction

bands, which implies that the surface oxygenated In2Se3 is indeed a 2D TI.

The computation of the Z2 invariant has thus confirmed that oxygenation is indeed

responsible for the appearance of a non-trivial topological phase, although our system

is gapless due to the presence of the py crossing the band-inverted gap in the whole

BZ. This band may hamper the observation of physical quantities associated with the

protected edge states (e.g., quantized conductance). However, SOC opens a small but

sizable indirect gap of 61 meV (0.41 eV as calculated by HSE06) around the Fermi level at

Γ, In2Se3O displaying now an insulating character enough to allow for such observation.

This induced transition of a gapless semiconductor to insulator by spin-orbit coupling
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Figure 5.6: Band structure of monolayer
α−In2Se3 (a) without SOC and (b) with
SOC. A gap of 61 meV opens up around EF.

is also observed in a number of 2D materi-

als, such as antimonene [181], SiTe and BiAs

thin films [185,186]. Also, we note that due

to the flatness of the py band on a large

portion of the BZ. Flat bands are prone to

electronic localization because the velocity

of the carriers is too small and the mass is

too high. In the sense of Anderson local-

ization in two dimensions, they scale with

the size towards an insulator much faster

than standard parabolic-bands carriers. As

such, just a small deficiency of O atoms will be enough to induce localization in this band,

reducing its influence on transport properties.

To illustrate the possible applications of 2D oxygenated In2Se3 as a FETI, we

investigate how the topological phase transition might be tuned by an applied electric

field. As shown in Fig. 5.7c, oxygenated In2Se3 is topologically non-trivial (Z2 = 1) when

E⊥ = 0. By applying a gradually increasing perpendicular field (E⊥), we see that the gap

closes at E⊥ = 0.15 V/Å and the system transitions into a metallic state; however, this

phase transition does not affect the inverted bands at Γ; thus, the topological character is

preserved. The Z2 invariant remains 1 beyond the gap-closing point until E⊥ = 0.2 V/Å,

above which Z2 equals zero, and the topological character is lost. Conversely, for negative

values, applying a moderate electric field completely closes the band gap (E⊥ ≈ -0.20 V/Å)

and re-opens it as a conventional gap of ≈ 200 meV at E⊥ = -0.25 V/Å transforming
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Figure 5.7: (a) Evolution of the Wannier centers along ky which indicate a non-trivial
invariant (Z2 = 1) for the bulk band structure in oxygenated two-dimensional α-In2Se3.
The evolution lines cross the arbitrary reference line (blue dashed line parallel to ky) an
odd number of times. (b) Projected edge spectrum (edge along the [100] direction), where
Z2 topological edge states can be observed in the energy gaps. (c) Band gap as a function
of external electric field applied in the out-of-plane direction. The insets show regions
where the electric field drives a transition into a normal insulator or into a metallic state.
Brown and white curves represent higher and lower spectral weight, respectively.

the system into a trivial insulator (Z2 = 0) and thus the edge conduction is lost. We also

notice that, as expected, and because a topological invariant is robust under continuous

deformation (it is a global property in the entire BZ), a small E⊥ cannot affect the Z2

invariant of the system, unless a singularity or a gap-closing point is encountered [187,188].

The above findings show the coexistence of intrinsic electric polarization and quan-

tum spin Hall effect in a 2D material and point to the possibility to make a field-effect

topological transistor that could manipulate both spin and charge carrier simultaneously,

that, in practice, would imply an all-electrical control of the on (off) charge (spin) con-

ductance of helical edge states. The large non-trivial band gap not only ensures the

coexistence of intrinsic electric polarization and the non-trivial topology, but also facili-

tates the observation of the QSH effect at room temperature.

5.1 Conclusions

In this work, we have discovered the conversion of single-layer α-In2Se3 into a

stable 2D topological insulator by the process of oxygen incorporation into its surface.
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The oxygenation may be promoted with the existence of O2 molecules or atomic oxygen.

Single-layer α-In2Se3 displays a topological insulating state with non-trivial band topology

once surface oxygen coverage levels are above 50%. Remarkably, the fully oxygenated

system displays non-trivial edge states while also retaining its out-of-plane spontaneous

electric polarization rendering α-In2Se3O a stable 2D topological insulator. In addition,

we have demonstrated the feasibility of controlling the topological phase by field-effect

switching. The large band gaps in both the conventional and topological phases, much

greater than the thermal energy at room temperature (≈ 25 meV), suggest that monolayer

In2Se3O is suitable for practical next generation topological transistor devices.
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Chapter VI

Final Remarks

In summary, we were able to carry out a thorough investigation on single-layers

of two-dimensional semiconductor α−In2Se3 within different approaches. One of such

approaches was applying strain band-gap engineering to pristine α−In2Se3 that yielded

fruitful insights into:

• the spatial separation between conduction and valence bands may hinder electron-

hole pair recombination rates;

• a change in gap nature due to tensile external strains, meaning no changes in mo-

mentum are required;

• its applicability in hydrogen gas generation by photocatalysis is demonstrated for

certain pH levels and biaxial strain values;

• its surface is reactive to oxygen even in its pristine structure;

• oxygen incorporation leads to a phase transition of quantum nature into a topolog-

ical insulator;

• its intrinsic electronic polarization is considerably enhanced in this process, however

its ferroelectric nature is lost because requirements for the latter are no longer met;

We have further explored the last item and are currently working on another journal

publication based on the results. As aforementioned in the first chapter, a ferroelectric

material is defined two-fold:

• It possesses intrinsic electronic polarization (P) that is switchable by an applied

electric field;
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Figure 6.1: Kinetic pathways of polarization reversal processes in 2D α−In2Se3O
(upper panel) and α−In2Se3O2 (bottom panel) layers transforming from the state with

the electric polarization pointing downward (left) to the state with the electric
polarization pointing upward (right) via a direct shifting process: lateral displacement of
central Se atoms, indicated by blue arrows. Reversal does not occur for the first case.

• The ground state has a degenerate equivalent with inverted, but equal in magnitude,

P.

In pristine α−In2Se3 both conditions are simultaneously met. The first condition is met

because the central Se atom breaks centrosymmetry. The second condition is achieved by

a lateral displacement of said atom as the system is carried out through an intermediate,

centrosymmetric phase. When oxygen is adsorbed to its topmost layer, however, although

α-In2Se3 retains its spontaneous polarization, the ferroelectric property is lost since the

condition that the electronic polarization is switchable is no longer met. In a kinetic

pathway of polarization reversal process (Fig. 6.1), the system evolves from its ground

state with electronic polarization P pointing downwards, passing through a metastable

centrosymmetric phase, to its previously degenerate final state; however, the electronic

polarization vector does not switch and the final phase is energetically less stable by 0.39

eV, as depicted. We were able to show, in a related work under development, that oxygen

adsorption on both (top and bottom) surfaces is favorable, with a binding energy of -2.32

eV. Furthermore, the non-trivial topological nature of α−In2Se3O is preserved, with the
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remarkable addition that centrosymmetry is restored. As shown in Fig. 6.1, the degener-

acy between initial and final states is restored and both conditions for ferroelectricity are

met, rendering fully oxygenated α−In2Se3O2 a ferroelectric topological insulator.
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Appendix A

Adiabatic Dynamics

Let H be the time-dependent Hamiltonian defined in Eq. 2.7. If the parameter

R = (R1, R2, . . . , RN) does not change in time, after a full cycle the wave function will

have evolved as |Ψ(t)〉 = e−iEn∆t/~ |u(R)〉. That is, in the continuous limit, the evolution

of Ψ will be given by

|Ψ(t)〉 = exp

ß−i
~

∫ t

0

dt′En(t′)

™
|u(R(t))〉 , (A.1)

where φn(t) = −1
~

∫ t
0
dt′En(t′) is a dynamic phase of the system that extends the usual

phase factor for the case where the eigenenergies En are time-dependent. However, the

adiabatic theorem states that when the Hamiltonian is deformed gradually, a particle in

its n-th eigenstate will remain in it up to a time-dependent phase factor, even if the wave

function as a whole evolves. Thus, the above expression becomes:1

|Ψ(t)〉 = |u(t)〉 eiφn(t)eiγn(t), (A.2)

where γn(t) is denoted as an arbitrary geometric phase acquired by the system during a

cycle. As such, when we plug |Ψ(t)〉, Eq. A.2, into the wave equation, we have

i~
ï
|u̇(t)〉 eiφn(t)eiγn(t) − i

~
En |u(t)〉 eiφn(t)eiγn(t) + iγ̇n |u(t)〉 eiφn(t)eiγn(t)

ò
= H |Ψ(t)〉 ,

from which it is easy to see that

γ̇n |un(t)〉+ i |u̇n(t)〉 = 0. (A.3)

1The dependence of R(t) of the vectors |u(R(t))〉 is omitted for simplicity.
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Since the ket |un(t)〉 varies in time according with its dependence on R(t), we may

use the product rule to rewrite the time derivative to the left as |u̇n(t)〉 =∇R |un(t)〉 · Ṙ,

thus obtaining, through the inner product with some eigenvector 〈um|:

γ̇n 〈um|un〉 = i 〈um|∇R|un〉 Ṙ. (A.4)

In particular, in a cyclic process along a path in parameter space, in which the initial

and final states are identical, and using dR = Ṙdt combined with basis eigenvectors

orthonormality, we may finally rewrite γn(t) as

γn(t) =

∫ R(t)

R(0)

dR 〈un(R)|∇R|un(R)〉 . (A.5)
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Appendix B

Wannier Functions

Wannier functions represent an alternative to the description of Bloch functions,

in the form of localized orbitals in real space with exponential decay as the distance from

the point at which they are defined increases. Such functions are specially useful in elec-

tronic structure calculations as they pose as a localized basis set for the construction of

Hamiltonians, as well as being widely used in the modern theory of electronic polariza-

tion [189,190]. For a given set of states |ψn,k〉 of cell-periodic Bloch functions |un,k〉, it follows

that |ψn,k〉 = eik·R |un,k〉, so that we may define Wannier functions associated with each

unit cell with lattice vector R as

|R, n〉 =
V

(2π)3

∫

BZ

d3ke−ik·R |un,k〉 . (B.1)

While Bloch functions are defined up to a phase, Wannier functions are not unique as they

are dependent on the choices of |un,k〉. This indeterminacy is more general than a phase

factor for each k point; Bloch functions belonging to isolated bands may undergo unitary

transformations U (k) among each other. By transforming the manifold of occupied elec-

tronic states into a set of maximum localized Wannier functions (MLWFs) it is possible to

study additional properties of a system by analyzing the changes in the so-called “Wannier

charge centers” (WCCS). The WCCs are, roughly, a classical correspondence of electron

localization in an insulator, in a quantum context. Furthermore, the vector sum of WCCs

may directly be related to the electronic polarization of an insulator [191]. For a deeper

approach the reader is referred to the works by N. Marzari and D. Vanderbilt [191,192].

From Eq. B.1, it is easy to show that the vectors |R, n〉 form an orthonormal

basis, since 〈R′, n|R, n〉 = δR,R′ . The matrix elements of the position operator between

Wannier functions at the origin of an unit cell and lattice vector R take the form
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〈Rn|r|0m〉 = i
V

(2π)3

∫
dkeik·R 〈unk|∇k|umk〉 , (B.2)

where the reverse relation (assuming a discrete lattice in real space)

〈unk|∇k|umk〉 = −i
∑

R

e−ik·R 〈Rn|r|0m〉 . (B.3)

We may even define the expectation value of the square position operator, later to be

used to calculate gauge-invariant functional (Ω) that measures the total delocalization of

WFs. Recalling that in momentum space i∇k, we obtain

〈Rn|r2|0m〉 = − V

(2π)3

∫
dkeik·R 〈unk|∇2

k|umk〉 . (B.4)

If we now take the particular case in which the bras and kets represent vectors at the unit

cell origin, the expectation values of r and r2, denoted as WCCs, are

〈r〉n = i
V

(2π)3

∫
dkeik·R 〈unk|∇k|unk〉 , (B.5)

〈r2〉n = − V

(2π)3

∫
dkeik·R| |∇kunk〉 |2. (B.6)

Finally, we define the functional Ω as the square deviation between the charge

centers defined above:

Ω =
∑

n

Å
〈r2〉n − 〈r〉2n

ã
. (B.7)

The method to determine a set of maximum localized Wannier functions [192] is based

on finding a choice of unitary transformation Um(k) in order to minimize the functional

(which in turn maximizes the localizability of the functions |R, n〉), and more details can

be found in Ref. N. Marzari and D. Vanderbilt [192].
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Appendix C

Second Quantization Formalism

The formalism known as second quantization was developed by P. Dirac [193] in 1927

to describe photons in radiation theory and later extended to fermions by E. Wigner and

P. Jordan (1928). This algebra in no way assumes the existence of a “first” quantization

and presents a compact notation to study many-body systems; in fact, the properties of

operators, that may or may not represent observables, are summarized by simple sets of

commutation and anticommutation relations, instead of explicit representations of Hilbert

spaces [194,195]. More rigorous and complete descriptions may be found in the literature

and for this reason this will be a brief introduction to the formalism.

We begin by considering the normalized set of eigenfunctions |α〉 of some one-

body Hamiltonian H : Hm |α〉 = Eα |α〉. Thus, the normalized two-body eigenfunction

(fermions or bosons) occupying states |α1〉 e |α2〉 is

ψF(x1, x2) =
1√
2

(〈x1|α1〉 〈x2|α2〉 − 〈x1|α2〉 〈x2|α1〉),

ψB(x1, x2) =
1√
2

(〈x1|α1〉 〈x2|α2〉+ 〈x1|α2〉 〈x2|α1〉).
(C.1)

Note that, by indistinguishability, the symmetrization or antisymmetrization of the

wave function becomes necessary: for fermions, the wave function must be antisymmetric

and for bosons it must be symmetric. In general, the symmetrized wave function for a

system composed of N particles may be expressed as [194,196]

|α1, α2, α3, . . . , αN〉 =
1√

N !
∏

α(nα!)

∑

k

η(1−sgn k)/2 |αk1〉 ⊗ |αk2〉 ⊗ . . . |αkN 〉 , (C.2)
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where nα counts the total number of particles in state |α〉 and η = −1 for fermions and 1

for bosons. In general, it is assumed that N is sufficiently large since we must somehow

guarantee the existence of infinite degrees of freedom. It is noteworthy that Eq. C.2

can be used for a complete representation of a Hilbert space, however its application is

quite laborious and in some cases inconvenient, as for example in representations where

the individual quantum numbers of each particle are fundamental. The second-quantized

formalism presented below is a tool to efficiently work around these difficulties.

3.1 Occupation Number and Fock Space

In the occupation number representation, the basis of a FN space are specified by

|n1, n2, . . . , nN〉, where N =
∑

i ni is, once more, the total number of particles. Thus, any

state |ψ〉 in FN can be constructed as a linear superposition of occupation numbers

|ψ〉 =
∑

n1,n2,...,
∑
ni=N

cn1,n2,... |n1, n2, . . .〉 . (C.3)

A Hilbert space large enough such that it contains an undetermined number of particles

is given by

F ≡
∞⊗

N=0

FN . (C.4)

Note that the N = 0 contribution representing a one-dimensional Hilbert space, in

which no particle is present, is denoted a vacuum space, |vac〉. The space F is known as

a Fock space and in order to obtain its basis we drop the condition N =
∑

i ni imposed

on the occupation numbers and Eq. C.3 can be rewritten as a linear superposition in

the form of |ψ〉 =
∑

n1,n2,...,
cn1,n2,... |n1, n2, . . .〉. At this stage, we are yet to obtain an

explicit symmetrization or antisymmetrization of the states in F . To this end, we begin

by defining a set of linear operators a† acting in F , such that [194,195]

a†i |n1, . . . , ni, . . .〉 = (ni + 1)1/2ηsi |n1, . . . , ni + 1, . . .〉 , (C.5)

where si =
∑i−1

j=1 nj. By this definition, we can construct any basis state in F by successive

applications of a†i on the vacuum state. In fact, repeated applications of these linear

operators lead to the following fundamental relation:
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|n1, n2, . . .〉 =
∏

i

1√
ni!

(a†i )
ni |vac〉 . (C.6)

From this we conclude that the definition of Fock states of Eq. C.4 may be directly

generated by simple application of a set of linear operators in a reference state; the N -th

application of a† in the vaccum state creates a state with N particles, and for this reason

the a† operators are called creation operators. For fermions, a†i acting on a state where

ni = 1 leads to annihilation.

Let us consider now two operators a†i and a†j, for i 6= j; from the definition C.5, we

can see directly that (a†ia
†
j ∓ a†ja†i ) |n1, n2, . . .〉 = 0. Since this is true for any basis vector,

we arrive at the commutation and anticommutation relations:

[a†i , a
†
j] = {a†i , a†j} = 0. (C.7)

For the i = j case, we note that the above result is unchanged, since for bosons

[a†i , a
†
i ] = 0 (identical operators commute), and for fermions a†2i = 0.

We now need to define the Hermitian adjoint of a†i , denoted as (a†i )
† = ai; to this

end, taking the complex conjugate of C.5:

〈n1, . . . , ni, . . .| a†i |n′1, . . . , n′i, . . .〉 = (n′i + 1)1/2ηs
′
iδn1,n′1

. . . δni,n′i+1, . . .

(〈n1, . . . , ni, . . .| a†i |n′1, . . . , n′i, . . .〉)∗ = 〈n′1, . . . , n′i, . . .| ai |n1, . . . , ni, . . .〉

= (n′i + 1)1/2ηs
′
iδn1,n′1

. . . δni,n′i+1, . . .

= (ni)
1/2ηsiδn′1,n1

. . . δn′1+1,ni . . .

=⇒ ai |n1, . . . , ni, . . .〉 = (ni)
1/2ηsi |n1, . . . , ni − 1, . . .〉 .

(C.8)

In other words, the complex conjugate of a creation operator represents annihila-

tion. That is to say, creation operators acting on a given state raise its number of particles

by 1, whereas annihilarion operators lower it by 1; for example, ai acting on the vacuum

state |vac〉 destroy it (ai |vac〉 = 0). We thus have a set of creation operators and its

Hermitian adjoints, and from the relation C.7 combined with the above result we may

easily derive the fundamental commutation relations:

[ai, a
†
j] = δij, [ai, aj] = 0, [a†i , a

†
j] = 0. (C.9)
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This allows us to construct in a compact form all the symmetrization of a Fock

space from the application of a†i to a reference state.

We are now in position to explore the algebra of these operators when making a

change of basis and how to represent one and two-body operators in a given vectorial basis

as a function of the creation and annihilation operators. By using the identity relation

1, expansion coefficients when changing basis’ [194,197,198]
∑

α |α〉 〈α|ᾱ〉 and the previous

definitions, we can show that

a†α |0〉 = |α〉 ; a†ᾱ |0〉 = |ᾱ〉 ,

1a†ᾱ |0〉 =
∑

α

|α〉 〈α|a†ᾱ|0〉 =
∑

α

|α〉 〈α|ᾱ〉

a†ᾱ |0〉 =
∑

α

〈α|ᾱ〉 a†α |0〉 , ∴

a†ᾱ =
∑

α

〈α|ᾱ〉 a†α. (C.10)

Similarly, since aᾱ = (a†ᾱ)†, then

aᾱ =
∑

α

〈ᾱ|α〉 aα. (C.11)

In cases where we deal with continuous spectra (such as spatial coordinates or

momentum space), the projections are represented by integrals and the indices are usu-

ally omitted. For example, in a one-dimensional system, the annihilation operator in

coordinates basis would take the form aα =
∫
dxψα(x)a(x).

3.2 One and Two-body Representation

We are now ready to represent any operator P in any basis, given we are able

to construct any Hilbert space from the field operators. For simplicity, we search for a

representation where a one-body operator is diagonal in a given basis. For such, we first

define the occupation number operator:

nα = a†αaα. (C.12)

It is easy to deduct that n commutes with a†, a, and for this reason n counts the
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number of particles in a state α, that is to say nα(a†α)n |0〉 = n(a†α)n |0〉, or in a more

explicit form, nαj |nα1 , nα2 , . . .〉 = nαj |nα1 , nα2 , . . .〉. Let us now consider an operator

P1 : p =
∑

i pαi |αi〉 〈αi| such that pαi = 〈αi|p|αi〉. The matrix elements of P are:

〈n′α1
, n′α2

, . . . |P1|nα1 , nα2 , . . .〉 =
∑

i

〈n′α1
, n′α2

, . . . |p1|nα1 , nα2 . . .〉

=
∑

i

pαinαi 〈n′α1
, n′α2

, . . . |nα1 , nα2 . . .〉

= 〈n′α1
, n′α2

, . . . |
∑

i

pαinαi |nα1 , nα2 . . .〉

But, since nαi |nα1 , . . .〉 = nαi |nα1 , . . .〉, we then obtain

〈n′α1
, n′α2

, . . . |P1|nα1 , nα2 , . . .〉 = 〈n′α1
, n′α2

, . . . |
∑

i

pαin̂αi |nα1 , nα2 . . .〉 .

Because this result must hold true for any set of states, we may infer that the represen-

tation for an operator P is given by

P1 =
∑

α

pαn̂α =
∑

α

〈α|p|α〉 a†αaα. (C.13)

In other words, a one-body operator counts the number of particles in a state α,

multiplied by its corresponding eigenvalue in the diagonal representation. In general, in

a generic basis {µ, ν}, we have:

P1 =
∑

µν

〈µ|p|ν〉 a†µaν =
∑

µν

pµνa
†
µaν . (C.14)

We now seek the representation of Hermitian operators in a generic basis in the a†-

representation, so that we are able to describe pair-to-pair interactions between particles.

However, due to indistinguishability between the latter, this is a laborious task. The

previous result may be generalized for two-particle operators [194] as:

P2 =
∑

µµ′νν′

〈µµ′|P2|νν ′〉 a†µaνa†µ′aν′ =
∑

µµ′νν′

Pµµ′νν′a†µaνa†µ′aν′ . (C.15)

We may now write any one or two-body operator in any arbitrary basis of interest,

as long as we know how these operators act on the basis vectors. Thus, the study of
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many-body quantum theory becomes more tangible, at least in notation. For example,

the electronic Hamiltonian due to electron-nucleus interaction takes the form

Hen =

∫
dra†(r)

[
− ~2

2m
∇2 − 1

4πε0

∑

R

Z

|R− r|

]
a(r), (C.16)

being rewritten in a more compact for, such as P1, as [112]:

Hen =
∑

µν

hµνa
†
µaν . (C.17)

The potential due to Coulomb interaction can be expressed as

Vee =
1

4πε0

∫
drdr′a†(r)a†(r′)

1

|r− r′|a(r)a(r′), (C.18)

and, similarly, it can be rewritten as

Vee =
∑

µνκγ

gµνκγa
†
µa
†
κaνaγ, (C.19)

where hµν e gµνκγ are the Hamiltonian matrix elements and Coulomb potential in the

basis spanned by the {|µ〉} vectors, respectively. Let us now consider this same complete

orthonormal basis (and these can be atomic or molecular spin orbitals, for example -

the real importance here is that this basis must be complete) such that the creation

and annihilation operators obey the commutation relations C.9; the molecular (or spin)

orbitals can be expanded as

a†i =
∑

µ

Cµia
†
µ, (C.20)

where Cµi = 〈µ|i〉 are expansion coefficients from one basis to another. The matrix

elements of the density matrix D in this representation will be given by:

Dµν =
n∑

i=1

CµiC
∗
νi. (C.21)

Using the identity relation 1 =
∑

i |i〉〈i| and the operator properties shown thus

far, it is easy to show that
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Dµν = 〈0|aµa†ν |0〉

Dνµ = 〈0|a†µaν |0〉 .
(C.22)
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