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ABSTRACT 

Epidemiological studies have shown the association of airborne particulate matter (PM) size and 

chemical composition with health problems affecting the cardiorespiratory and central nervous 

systems. Therefore, PM source identification is an important step in air quality management 

programs. Receptor models are frequently used for PM source apportionment studies to identify 

the contribution of local sources. Despite the benefits of using receptor models for air quality 

management, limitations such as collinearity effects in which sources have similar chemical 

profiles restrict their application or compromise the accurate separation of sources. For highly 

correlated sources, the identification of specific markers is still the best way for more accurate 

source apportionment. There are several works using different analytical techniques in PM 

chemical and physical characterization to supply information for source apportionment models. 

The choice among available techniques depends on: particles physical properties, sampling and 

measuring time, access to facilities and the costs associated to equipment acquisition, among other 

considerations. Despite the numerous analytical techniques described in the literature for PM 

characterization, laboratories are normally limited to in-house available techniques, which raises 

the question if a given technique is suitable for the purpose of a specific experimental work. In this 

work, the state of art on available technologies for PM characterization is stablished and a guide 

to choose the most appropriate technique(s) for a specific study is proposed. A new approach is 

also proposed to identify the most appropriated sources associated to the factors revealed by the 

Positive Matrix Factorization modelling by characterizing inorganic and organic chemical species 

and using pollutant roses. PM samples were collected in a coastal, urban/industrialized region in 

Brazil and analyzed by EDXRF, TD-GC-MS and TOC for the characterization of metals, PAHs, 

EC and OC. This region presents an atypical iron-rich atmosphere due to the presence of 

pelletizing and steelmaking industries. The proposed methodology revealed that consolidated 

markers for vehicular: elemental carbon (EC) and organic carbon (OC), sea salt: chloride (Cl) and 

sodium (Na), and industrial: iron (Fe) sources, were also associated to other sources. Cl, a typical 

marker of sea salt, was also attributed to industrial sintering activities. Some PMF factors showed 

high OC loadings, a typical marker for both vehicular exhaust and coal burning. The definition of 

the most appropriate source for those factors was only possible due to the assessment of the 

pollutant roses. Potassium (K), a usual marker of biomass burning, was predominantly associated 

to winds from an industrial park placed at Northeast of the sampling sites and, therefore, most 

likely associated to sintering emissions. Some PAHs such as naphtalene, chrysene, phenanthrene, 

fluorine and acenaphtylene were key markers allowing the apportionment of sources with similar 

inorganic chemical profiles, among them the industrial sintering, pelletizing and biomass burning. 
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Results showed that combining both organic and inorganic chemical markers with pollutant roses 

for identification of the directionality of predominant sources improved the interpretation of PMF 

factor numbers in source apportionment studies. 

In addition, the Resonant Synchrotron X-ray Diffraction (RSr-XRD) technique was conducted at 

the Laboratório Nacional de Luz Synchrotron (LNLS) in Campinas, Brazil, to analyze settleable 

particles (SP), total suspended particulate matter (TSP), PM10, and PM2.5 samples showing high 

levels of iron-based crystalline phases. In comparison to the use of chemical elemental species, the 

identification of the crystalline phases provided an enhanced approach to classify specific iron-

based source markers. α-Fe2O3, metallic Fe, FeS2 and K2Fe2O4 are associated, respectively, to iron 

ore, pelletizing, and sintering; blast furnaces and steelmaking; coal deposits; and sintering 

emissions. The attribution of crystal rather than elemental composition in the identification of 

sources improved the accuracy of source apportionment studies. Compounds such as K2Fe2O4 and 

NH4ClO4 are specifically linked to the sintering process, mainly formed during raw materials 

furnace roasting. Uncommon sulfates crystals such as FeAl2(SO4)4.22H2O and (NH4)3Fe(SO4)3 

present in the PM2.5 samples showed the high influence of α-Fe2O3 in the atmospheric photo-

reduction of Fe into sulfates. Results also showed high influence of other sources than sea with a 

high Cl contribution, such as sintering and coke ovens. Therefore, we believe that the use of 

receptor models in tandem with source profiles defined by crystalline phases, elemental species, 

and organic compounds, such as the PAHs, can improve distinction of highly correlated sources. 
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RESUMO 

Estudos epidemiológicos mostram a associação do tamanho do material particulado (MP) no ar e 

sua composição química com problemas de saúde, nas quais afetam o sistema nervoso central e 

cardiorrespiratório. Portanto, a identificação das fontes de MP é um passo importante nos 

programas de gerenciamento da qualidade do ar. Modelos receptores são frequentemente 

utilizados em estudos de distribuição de fontes de MP a fim de identificar a contribuição de fontes 

locais. Apesar dos benefícios do uso desses modelos no gerenciamento da qualidade do ar, algumas 

limitações como efeitos de colinearidade, principalmente para fontes que possuem perfis químicos 

similares, restringem sua aplicação ou comprometem uma separação precisa de fontes. Para fontes 

altamente correlacionadas, a identificação de marcadores específicos ainda é o melhor caminho 

para uma distribuição de fontes mais precisa. Existem vários trabalhos usando diferentes técnicas 

analíticas na caracterização química e física do MP a fim de fornecer informações de entrada para 

os modelos receptores. A escolha entre tais técnicas depende de: as propriedades físicas das 

partículas, do tipo de amostragem, do tempo de medição, do acesso às instalações e equipamentos, 

dos custos associados à aquisição e manutenção de equipamentos, entre outras considerações. 

Apesar das numerosas técnicas analíticas descritas na literatura para caracterização de MP, os 

laboratórios são normalmente limitados às técnicas disponíveis internamente, o que levanta a 

questão se uma determinada técnica é adequada para o propósito de um trabalho experimental 

específico. Neste trabalho, é apresentado o estado da arte sobre as tecnologias disponíveis para a 

caracterização de MP. Adicionalmente, é proposto um guia para a escolha da(s) técnica(s) mais 

apropriada(s) para um estudo específico. Uma nova abordagem também é proposta para identificar 

as fontes mais apropriadas associadas aos fatores revelados através do modelo Fatoração de Matriz 

Positiva (PMF), na qual são utilizados conjuntamente a caracterização de espécies químicas, 

inorgânicas e orgânicas, e a direcionalidade dessas espécies através das rosas dos poluentes. 

Amostras de MP foram coletadas em uma região costeira, urbana e industrializada no Brasil e 

analisadas por EDXRF, TD-GC-MS e TOC para a caracterização de metais, PAHs, EC e OC. Esta 

região possui uma particularidade, uma atmosfera rica em ferro devido à presença de indústrias de 

pelotização e siderurgia. A metodologia proposta revelou que marcadores consolidados pela 

literatura: veiculares como o carbono elementar (EC) e carbono orgânico (CO), marcador de sal 

marinho: cloreto (Cl) e sódio (Na) e marcador industrial: ferro (Fe), também estavam fortemente 

associados a outras fontes. Cl, um marcador típico de sal marinho, também foi atribuído às 

atividades industriais de sinterização. Alguns fatores de PMF mostraram altas cargas de CO, um 

marcador típico tanto para exaustão veicular quanto para queima de carvão. A definição da fonte 

mais adequada para esses fatores só foi possível devido à avaliação da direcionalidade dessas 
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espécies pelas rosas dos poluentes. O potássio (K), um marcador comum de queima de biomassa, 

foi predominantemente associado a ventos advindos de um parque industrial e, portanto, 

provavelmente associado a emissões do processo de sinterização. Alguns PAHs como naftaleno, 

criseno, fenantreno, fluoreno e acenaftileno foram essenciais como marcadores que permitiram a 

separação de fontes com perfis químicos inorgânicos similares, entre elas a sinterização, a 

pelotização e a queima de biomassa. Os resultados mostraram que a combinação de marcadores 

químicos orgânicos e inorgânicos, e a análise das rosas dos poluentes para a identificação da 

direcionalidade das fontes melhorou a interpretação dos resultados do PMF no estudo de 

distribuição de fontes. 

Além disso, a técnica de Difração Ressonante de Raios-X por Luz Síncrotron (RSr-XRD) foi 

conduzida no Laboratório Nacional de Luz Síncrotron (LNLS) em Campinas, Brasil, para análise 

de partículas sedimentáveis (SP), partículas suspensas totais (TSP), PM10 e PM2.5. Os resultados 

mostram altos níveis de fases cristalinas baseadas em ferro. Em comparação com o uso de espécies 

químicas elementares, a identificação das fases cristalinas proporcionou uma abordagem 

aprimorada para classificar marcadores específicos de fontes baseadas em ferro. Compostos como 

α-Fe2O3, Fe metálico, FeS2 e K2Fe2O4 estão associados, respectivamente, ao minério de ferro, 

pelotização e sinterização; altos fornos e siderurgia; depósitos de carvão; e emissões de 

sinterização. A atribuição da composição cristalina, e não apenas elementar, na identificação de 

fontes melhorou a precisão dos estudos de distribuição de fontes. K2Fe2O4 e NH4ClO4 são 

compostos especificamente ligados ao processo de sinterização, formado principalmente durante 

a queima de matérias-primas em fornos. Cristais de sulfatos incomuns como FeAl2(SO4)4.22H2O 

e (NH4)3Fe(SO4)3 em amostras de PM2.5 mostraram a forte influência de α-Fe2O3 na foto-redução 

atmosférica de Fe em sulfatos. Os resultados também mostraram, além do mar, alta influência de 

outras fontes com alta contribuição de Cl, como sinterização e fornos de coque. Portanto, 

acreditamos que o uso de modelos de receptores em conjunto com os perfis químicos das fontes 

definidos por fases cristalinas, espécies elementares e compostos orgânicos, como os HPAs, 

podem melhorar os resultados de fontes altamente correlacionadas. 
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1. INTRODUCTION 

Particulate matter (PM) has been the subject of intricate air quality studies, mainly due to its 

implications in human health related problems, both physiologically (Brunekreef and Holgate, 

2002; Dockery and Pope, 1994; Dolk and Vrijheid, 2003; Kappos et al., 2004) and psychologically 

(Crilley et al., 2017; Wang et al., 2017). Rather than total mass deposition, PM-driven health 

problems are more strongly associated with its chemical composition (Ghio and Devlin, 2001; 

Lippmann and Chen, 2009; Liu et al., 2017) and can be applied as biological metric for the 

assessment of public health risk (Rohr and Wyzga, 2012).  

PM can be constituted by solid or liquid particles and characterized by size, shape and chemical 

composition which is influenced by its emission source and the physical and chemical 

transformations that occur as it is transported in the atmosphere (Finlayson-Pitts and Pitts, 2000). 

Despite differences in chemical composition and morphology, PM is usually classified by its 

aerodynamic diameter, which indicates the potential and local of deposition in the respiratory 

system (Atkinson et al., 2001). PM is usually classified as Total Suspended Particulate (TSP)  

ranging from 0.005 to 100 µm, inhalable particulate (PM10) with aerodynamic diameter of less 

than 10 µm, capable to penetrate the respiratory system and fine particulate (PM2.5), which is 

considered to be the major contributor to health effects having the potential to penetrate the 

innermost region of the lungs (Holgate et al., 1999). Over the last ten years, great concern has been 

attributed to ultrafine particles (PM0.1) due to lack of information about their effects on the human 

health (WHO, 2006). Despite the importance of the aerodynamic diameter in determining the local 

of deposition in the respiratory tract, according to (Ghio and Devlin, 2001) the health effects over 

the exposed population to PM can be strongly related to the components that constitute the 

material, its chemical composition. 

PM originates from both natural and anthropogenic sources. Natural PM comes from sea salt, soil, 

pollen, volcanic activities and burning, while anthropogenic sources include vehicles, industrial 

chimneys, quarries, waste incineration, among others, all abundant in urban areas. PM composition 

relates to source characteristics and the formation of secondary particles by reactions in the 

atmosphere between primary particles and gases including hydroxyl (OH−), sulfur compounds 

(SO2, SO3
2−, SO4

2−, H2S) nitrogen compounds (NO, NO2 , NO3
−, NH3, NH4

+), tropospheric ozone 

(O3), water vapor, and oxygen (Seinfeld and Pandis, 2006, Wilson et al., 2002, Chow and Watson, 

1998). Atmospheric PM composition may contain metals (geological, industrial and vehicular), 

elemental carbon (industrial and vehicular), organic carbon (landfill, wastewater, vehicular, 

industrial, fuel storage tanks, domestic), ionic species (industrial, natural: sea, estuary) and water. 
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PM physical, chemistry and optical particles properties are strongly correlated to the particles size 

(Feng et al., 2009). Aerodynamic diameter, density, and meteorological conditions determine how 

far particles are transported from sources. 

PM participate in a variety of redox chemical reactions in the atmosphere, in which the speciation 

of the iron valence and its solubility can drive physical and chemical process (Kopcewicz et al., 

2015; Zuo and Deng 1997). Iron (Fe) is the most abundant metal species in PM (d’Acapito et al., 

2014), affecting atmospheric redox reactions in the formation of complexes, like SO2 (S4+) to 

H2SO4 (S
6+), and influencing the partitioning of PM in the atmosphere, especially PM2.5 (Hoffmann 

et al., 1996). Fe complexes are sources of OH- and H2O2 (Siefert et al., 1994), affecting O3 

formation rate (Carter, 1994) and promoting the oxidation of organic compounds with the 

formation of organic radicals (Atkinson, 2000, 1997; Atkinson and Arey, 2003; Galvão et al., 

2016). PAHs are found in the atmosphere as both gas and solid phase, adsorbed, absorbed, and/or 

condensed onto PM (Allen et al., 1996; Ravindra et al., 2008). The identification of PM sources 

is the first step in air quality management (Chen et al., 2007; Pant et al., 2014; Taiwo et al., 2014), 

and the attribution of reliable chemical profiles of local sources is the best way to achieve accurate 

PM source apportionment (Raman and Hopke, 2007; Guo et al., 2017).  

Many techniques used in sampling and characterizing atmospheric particles are presented in the 

literature. The choice of sampling and measuring techniques is largely dependent on the chemical 

compounds to be identified, the need to preserve the sample for future analysis and also if 

quantification is needed, on the concentration ranges. Different regions present different types of 

source and meteorological conditions, which will affect particles concentration, size and chemical 

composition, and, therefore, the type of sampling and analysis technique to be performed. 

Receptor models are used for quantifying source contributions based on fingerprints (H. Guo et 

al., 2009; Lee et al., 2008; Norris et al., 2014; Song et al., 2006). Despite the benefits, limitations 

are that all sources are non-collinear or linearly independents (Hopke, 2003; Paatero, 1997; 

Thurston and Lioy, 1987), since collinearity implies on sensitivity loss due to higher error and 

bias, especially when the Pearson correlation coefficients are deteriored (Habre et al., 2011; Tian 

et al., 2013; Shi et al., 2014). Several approaches have been adopted to minimize the collinearity 

problem (Wittig and Allen, 2008; Roy et al., 2011; Blanchard et al., 2012), including hybrid 

models coupling different receptor models (Shi et al., 2014a, 2011, 2009). Nevertheless, for highly 

correlated sources, elevated error and bias are still reported, therefore, the addition of specific 

markers can lead to improved source apportionment. 
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Positive Matrix Factorization (PMF) is a receptor model based on the decomposition of a matrix 

Xij of speciated data into two matrices: factor contributions Gik, and factor profiles Fik (Norris et 

al., 2014). Factor profiles needs the interpretation by the user, usually made by the association of 

chemical markers into each PMF factor with a source. It is a subjective process that can lead to 

incorrect interpretations. For example, iron (Fe) is reported as a marker of industrial (Song et al., 

2006; Tauler et al., 2009), vehicular sources (Viana et al., 2008; Karnae and John, 2011) and 

crustal sources (Gildemeister et al., 2007; J. Wang et al., 2016; Niu et al., 2016). Elemental carbon 

(EC) and organic carbon (OC) are reported as markers of vehicular sources (Cheng et al., 2015; 

Owoade et al., 2016). However, the same species are also used as markers of biomass combustion 

(Kotchenruther, 2016), and coal burning (Vossler et al., 2016).  

In fact, elemental chemical species can be emitted from several different sources, however, in 

different crystal phases. For example, metallic Fe (Fe0) can be emitted by steelmaking and blast 

furnaces (USEPA, 1986), and by vehicles due to the brakes wear (Thorpe and Harrison, 2008). 

Fe2O3 is emitted by iron ore, and agglomerates (sinter and pellets) stockpiles (de Souza et al., 1998; 

Rosière and Chemale Jr, 2000). Besides, sintering and pelletizing furnaces stacks also can emit α-

Fe2O3 during the agglomeration of iron ore, as so γ-Fe2O3 during the transition of magnetite 

(Fe3O4) to α-Fe2O3 by the heating process (Jiang et al., 2008). Pyrite (FeS2) is other Fe phase found 

as a constituent of coal deposits (Cohn et al., 2006; Deng et al., 2015). FeS2 is fully decomposed 

during the coking process at temperatures higher than 1600 ºC, temperature above the typical coke 

ovens (Gornostayev et al., 2009), therefore, FeS2 can also be released by coke ovens stacks. Lastly, 

goethite (FeOOH) and Fe-bound silicates are typically found as constituents of soils (Fabris et al., 

1997; Moreno et al., 2004). Therefore, the study of crystalline phases of the chemical species can 

be used to correlate the compounds with the specific process as an additional information for the 

source apportionment studies using receptor models. 

In order to improve the PMF outcomes reducing the uncertainty, a few authors have used both 

organic and inorganic markers to interpret the PMF factors resulting in improved analysis (Choi 

et al., 2015; Dutton et al., 2010; Qadir et al., 2014; Vossler et al., 2016; Wang et al., 2015). Some 

PAHs species such as Fluoranthene (Flt), Pyrene (Pyr), Benzo[a]anthracene (BaA), and Chrysene 

(Chr) are reported as diesel vehicular markers (Wu et al., 2014). Benzo[b,k]fluoranthene (BbkF), 

Benzo[a]pyrene (BaP), and Benzo[g,h,i]perylene (BghiP) are often used as markers for gasoline 

vehicular emissions (Devos et al., 2006). Industrial PAHs emissions come from several process 

(Niu et al., 2017). Some PAHs species such as Pyr and Flt are reported as biomass burning markers 

(Venkataraman and Friedlander, 1994), while fluorene (Flu), Naphtalene (Nap), Phenanthrene 
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(Phe), Flt, and Pyr is associated to coke oven source (Dat and Chang, 2017; Zhou et al., 2014). 

Iron and steel industries also show organic markers associated to specific process. Nap is reported 

as the major organic marker of steelmaking. Nap, Phe, and Acenaphthylene (Acy) as markers of 

iron pellet plants, while Chr, BghiP, Dibenzo[ah]anthracene (DahA), BaA, Flu, Pyr, Nap, Phe, and 

BbkF are markers of sinter plants (Y. Guo et al., 2017). Despite the benefits of using organic 

markers in the interpretation of PMF factors, some uncertainty still relies on the source 

apportionment due to similarity on the PAHs profiles. Therefore, in urban and industrialized 

regions with several sources, the designation of markers without the knowledge of the directional 

pattern of the chemical species and their associated sources before the interpretation of PMF 

factors can lead to data misinterpretation. 

In the Region of Greater Vitória, state of Espírito Santo, Brazil, some works have treated the 

subject. For a period of 2 years, from April 2009 to March 2011, Santos et al., (2017) quantified 

settleable particle (SP) deposition rate, for further elemental characterization. The authors have 

used the chemical composition for studies with CMB model in order to state the main contributors 

in the region. The study concluded that the region is largely affected by SP deposition rates when 

associated with winds blowing from northeast (NE), the location of the main industrial park in 

RGV. The results revealed RGV as a complex mix of sources including industrial and 

anthropogenic sources as the main contributors. Due to the complexity of the region in which 

similar processes such as steel and iron industries are at the same location, CMB was unable to 

differentiate between those two industries and its complexes: the ore stockpiles, pellet stockpiles 

and the main furnaces at the iron ore pelletizing industry, which was the source group presenting 

the large contribution to SP. The authors suggest the need of additional studies about the 

characterization of particles in RGV and new source apportionment studies. In 2015, Nascimento 

(2015) conducted a study about the influence of PM10 and PM2.5 mass and their chemical 

composition over the incidence of respiratory disease in children. The author have determined the 

epidemiological risk in the respiratory morbity, showing that PM10 and SO2 impact over the acute 

respiratory events within the day of exposure showing great relative risk, while fine particles 

(PM2.5) have shown more evident effects after a six-day period from the exposure. Among the PM 

chemical components, silicon (Si), sulfur (S), Titanium (Ti) and EC show greater relative risk of 

causing acute respiratory diseases. 
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2. OBJECTIVES 

The main objective of this work consists of using specific analytical techniques such as X-ray 

Fluorescence, Synchrotron Resonant X-ray Diffraction and Gas Chromatography coupled to Mass 

Spectrometer to characterize the chemical composition of particles in an complex iron-rich 

atmosphere of an urban and industrialized regions, in order to provide improved imformation for 

source apportionment studies. In order to achieve this main objective, the following specific 

objectives were drawn: 

 Investigate the main and new trends in analytical techniques; 

 Establish the state-of-the-art of the available analytical techniques applied to the 

characterization of particulate matter; 

 Analysis of elemental constituents present in SP, TSP, PM10 and PM2.5 of the Great Vitoria 

Region (RGV) iron-rich atmosphere; 

 Characterization of specific markers for iron-rich particles in the RGV using EDXRF; 

 Characterization of specific markers for organic species in PM collected in the RGV using 

TD-GC-MS; 

 Characterization of specific markers for the crystal phases in PM collected in the RGV 

using RSr-XRD; 

 Use of Positive Matrix Factorization (PMF) model for the source apportionment of PM10 

and PM2.5 in the RGV. 
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3. REVIEW OF THE LITERATURE 

In this chapter will be show a comprehensive review of the literature about the main and new 

trends in analytical techniques applied to the characterization of particulate matter. This review is  

part of the article published in the journal Chemosphere in February 2018 (Galvão et al., 2018). 

3.1  Sampling and Preparation Methods 

Sampling is a critical step that can define the success or failure of an experimental work. 

Contaminations can occur due to careless handling or non-compliance with preparation protocols, 

as well as erroneous results can be drawn due to inadequate use of filters and membranes 

containing similar chemical composition to the sample. There are two types of sampling methods: 

(i) on-line – methods based on automated sampling and direct measurements; and (ii) off-line – 

methods based on the collection of a sample in the site and transported to a laboratory for analysis. 

On-line and hyphenated techniques like as MARGA and PILS-IC are usually used for the analysis 

of PM requiring no sample handling, and, therefore, minimizing the risk of contamination. This 

method can also provide a valuable information for studies about source apportionment and 

formation processes of PM with a short time resolution of 1 hour or less (Li et al., 2017). A cyclone 

or an impactor at the intake separate the size of the aerosol particles to be analyzed, e.g. PM1, 

PM2.5, PM10 (Wilson et al., 2002). Wilson et al. (2002) present a good review on separation 

methods of fine and coarse PM. 

Off-line techniques have poor time resolution, 24 hours or more, although the relatively low cost 

of the sampling instruments, if compared to on-line monitors, allows the installation of several 

instruments at the same time at different sites, improving the spatial resolution. Off-line techniques 

require, besides the size selection, a filter medium to collect the PM. These filter medium consist 

of a tightly woven fibrous material or a plastic membrane that has been penetrated by microscopic 

pores (Chow and Watson, 1998). Unfortunately, no single filter medium can be used as there may 

exist some incompatibilities associated with the sample and filter compositions. Factors as, 

efficiency of sampling, mechanical, chemical and physical stability, blank concentrations and 

loading capacity (Chow and Watson, 1998) can lead to misleading results if the filter medium is 

incorrectly chosen.  

Teflon and polycarbonate filters are typically used for elemental analysis, for instance, XRF, PIXE 

or ICP (see Table S1 – Appendix A) due to their low blank levels and inertness to gases adsorption. 

However, their chemical composition (carbon-based) is not feasible to carbon analysis. On the 
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other hand, pure quartz is highly used for carbon analysis (EC, OC, particle-bound PAH) and ion 

analysis due to low blank levels and chemical composition. However, these filters medium can 

passively adsorb gases like VOC’s, HNO3, SO2 and NO2 and the use of denuders should be 

considered for the removal of those artifacts. Glass fiber filters can also be applied for carbon 

analysis, but can present high blank levels. Both quartz and glass fiber can be used for elemental 

analysis, as long as one is aware of their chemical composition (Al and Si, with large and variable 

quantities of Na). Polyvinyl chloride filters are compatible with XRD analysis, while cellulose 

esters filters are employed to scanning and transmission electron microscope (SEM and TEM), as 

so for XRD. Chow and Watson (1998) prepared a document “Guideline on Speciated Particulate 

Monitoring” that offers a complete insight about references methods applied to PM sampling. A 

short discussion on sample preparation and handling methods is included to each technique 

described in section 3. 

Table 1 shows a compilation of articles published over the last 20 years on PM characterization 

including the information about the analytical techniques and filter medium used. 

The use of blank filters is imperative in the elemental characterization of PM, mainly if the analysis 

is performed by X-ray techniques, like XRF and PIXE. X-ray peaks consist on a background of 

radiation scattered from the sampling filters, or substrates, and this background spectrum has the 

same features (shape) of the sample if the mass of the substrate is relatively higher than the sampled 

mass (Chow and Watson, 1998, Russ, 1977).  

Table 1 compiles information about PM characterization analytical techniques and filter medium 

used in over 40 studies carried out in the last 20 years. These studies can be grouped according to 

their main motivations: 

 PM characterization to be used in source apportionment studies using receptor models 

(CMB, PMF, UNMIX, etc.), multivariate analysis (PCA, Enrichment Factors, Cluster 

Analysis, Fourier Analysis, etc.), or to understand PM formation processes in atmosphere 

and its meteorological implications (Almeida et al., 2017; Avino et al., 2008; Chithra and 

Shiva Nagendra, 2013; Diapouli et al., 2017; Elorduy et al., 2016; Ezeh et al., 2014; 

Gonçalves et al., 2016; H. Guo et al., 2009; Hang and Kim Oanh, 2014; Huang et al., 2014; 

Landis et al., 2017; López-García et al., 2017; Mijić et al., 2010; Nair et al., 2006; 

Omidvarborna et al., 2014; van Drooge et al., 2012; J. Wang et al., 2016); 
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 PM inference on human health: its impacts, risk and toxicity assessment (Dieme et al., 

2012; Furuyama et al., 2011; Geldenhuys et al., 2015; Godelitsas et al., 2011; Godoi et al., 

2008; Guanghua and Guangfu, 1998; J. Guo et al., 2017; Lomboy et al., 2015; Mercier et 

al., 2012; Saarnio et al., 2008; Wu et al., 2017; Z.-H. Zhang et al., 2017); 

 

 Assessment and improvement of techniques/methods and its applications (Borgese et al., 

2012; Bruno et al., 2007; Calzolai et al., 2015, 2008; Canepari et al., 2009; Chiari et al., 

2015; Dabek-Zlotorzynska et al., 2003, 2002; Ezeh et al., 2015; Khuzestani et al., 2017; 

Kopcewicz et al., 2015; Mukhtar and Limbeck, 2009; Rizzio et al., 2000; Schmeling et al., 

1997; Sharma et al., 2007; Tomiyasu et al., 2004; Vander Wal et al., 2016; Wonglee et al., 

2011). 

Table 1. List of articles on PM characterization including the information about the analytical techniques 

and filter medium used. 

Author Year 
Technique 

Sampling information Location 
Principal Variants Application 

(Diapouli et al.) 2017 X-ray EDXRF Elemental 
PM10 and PM2.5 onto PTFE 

filters 
Greece 

(Khuzestani et al.) 2017 
Carbon analysis 

Optical 
TOT 

OCSSS 
EC/OC 

PM2.5 onto quartz and 
Teflon filters 

China 

(Almeida et al.) 2017 Atomic Spectr. 
ICP-MS 

ICP-OES 
Elemental TSP onto glass fiber filter Brazil 

(Wu et al.) 2017 
Atomic Spectr. 

Chromatography 
ICP-OES 
GC-MS 

Elemental 
PAH 

PM2.5 onto PTFE filters China 

(Landis et al.) 2017 
X-ray 

Atomic Spectr. 

EDXRF 

ICP-MS 
Elemental 

PM10 and PM2.5-10 onto 

PTFE filters 
Canada 

(Guo et al.) 2017 Atomic Spectr. CVAAS Elemental TSP onto quartz filters 
Nepal, 

South Asia 

(López-García et al.) 2017 Atomic Spectr. ETAAS Elemental 

TSP onto cellulose and 

glass fiber filters digested in 
acid  

Canary 

Islands 

(Vander Wal et al.) 2016 X-ray XPS 
Elemental  

Compounds 
nvPM onto quartz filters USA 

(Wang et al.) 
(2016b, 
2016a) 

Chromatography 
Carbon analysis 

IC 
TOR 

Ions 
EC/OC 

PM onto quartz filters China 

(Gonçalves et al.) 2016 

Atomic Spectr.  

Chromatography 

Carbon analysis 

ICP-MS 

IC/GC 

TOC 

Elemental 

Ions/PAH 

EC/OC 

TSP onto quartz filters Brazil 

(Elorduy et al.) 2016 Chromatography 
TD-GC-

MS 
PAH 

PM10 onto quartz fiber 

filters  desorbed by 

thermally  

Bilbao, 
Spain 

(Choung et al.) 2016 X-ray XRD Mineral composition 
PM2.5 onto quartz and glass 

fiber filters 
Korea 

(Zhang et al.) 2016 
Surface Sensitive 

Analysis 
TOF-SIMS 

Molecular and ion 

groups 

Aerosols sample collected 

by Cascade Impactor 

Beijing, 

China 

(Ezeh et al.) 2015 
Ion beam 
analysis 

PIXE 
PIGE 

Elemental 
PM2.5-10 onto polycarbonate 

membranes 
Nigeria 

(Lomboy et al.) 2015 X-ray EDXRF Elemental PM2.5 onto PTFE filters Philippines 

(Calzolai et al.) 2015 
Ion beam 

analysis 
PIXE Elemental 

PM2.5-10 onto polycarbonate 

filters 
Italy 

(Chiari et al.) 2015 
Ion beam 
analysis 

PESA Elemental (Low-Z) 
PM2.5 onto PTFE and quartz 

filters 
 

(Geldenhuys et al.)  2015 Chromatography 
TD-GC-

MS 
PAH 

Diesel exhaust samples onto 

PDMS absorbent traps 
desorbed thermally   

South 

Africa 

(Kopcewicz et al.)  2015 
Surface Sensitive 

Analysis 
Mössbauer Chemical speciation 

PM2.5 and coarse onto glass 

fiber filter 
Poland 

(Omidvarborna et 
al.) 

2014 Atomic Spectr. ICP-OES Elemental / EC/OC PM onto quartz filters USA 
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Author Year 
Technique 

Sampling information Location 
Principal Variants Application 

(Hang and Kim 
Oanh) 

2014 

Carbon analysis 

Atomic Spectr. 

Chromatography 

TOT/TOR 

ICP-OES 

IC 

EC/OC 

Elemental 

Ions 

PM2.5 onto quartz and MCE 
filters 

Vietnam 

(Ezeh et al.) 2014 
Ion beam 
analysis 

PIXE  
PIGE 

Elemental 
PM2.5 and PM2.5-10 onto 

polycarbonate filters 
Nigeria 

(Huang et al.) 2014 
Carbon analysis 

Atomic Spectr. 

TOC 

ICP-MS 

EC/OC 

Elemental 

SPM into polyethylene 

barrels 
China 

(Jancsek-Turóczi et 
al.) 

2013 
Surface Sensitive 

Analysis 
SEM/EDS Elemental/morphology 

PM1-10 in cyclone separator 
and PM1 samples onto 

PTFE filters 

Hungary 

(Vargas Jentzsch et 
al.) 

2013 
Vibrational 

Spectroscopy 
RAMAN Structural 

Reagents simulating salts in 
atmosphere 

Germany 

(Chithra and Shiva 

Nagendra) 
2013 

Atomic Spectr. 

Chromatography 
Carbon analysis 

ICP-OES 

IC 
TOR 

Elemental  

Ions 
EC/OC 

SPM onto PTFE filters India 

(van Drooge et al.) 2012 Chromatography GC-MS PAH PM1 onto quartz filters Spain 

(Borgese et al.) 2012 X-ray 
TXRF 

XSW 
Elemental PM10 onto PTFE filters Italy 

(Mercier et al.) 2012 Chromatography 
TD-GC-

MS 
SVOC PM10 onto quartz filters France 

(Dieme et al.) 2012 
Chromatography 
Atomic Spectr. 

GC-MS  

IC 

ICP-MS 

VOC/PAH 

Ions 

Elemental 

PM2.5 onto aluminum foil Senegal 

(Wonglee et al.) 2011 
Ion beam 

analysis 
WD-PIXE Elemental 

PM0.43-11 onto aluminum 

foils 

Tokyo, 

Japan 

(Furuyama et al.) 2011 

Atomic Spectr. 

Ion beam 
analysis 

RBS 

PIXE 
Elemental 

PM onto glass fiber filters 

and Al foils 
Japan 

(Godelitsas et al.) 2011 X-ray SR µ-XRF Elemental 
PM2.5 and PM2.5-10 onto 

quartz filters 
Greece 

(Mijić et al.) 2010 
Atomic 

Spectrometry 
ETAAS Elemental PS digested in acid medium 

Belgrade 
(Serbia) 

(Ding et al.) 2009 
Chromatography 

Carbon analysis 

TD-GC-

MS 
TOR 

PAH 

EC/OC 
PM2.5 onto quartz filters Canada 

(Canepari et al.) 2009 

X-ray 

Chromatography 

Atomic Spectr. 

EDXRF 

IC 

ICP-OES 

Elemental 

Ions 

Elemental 

PM2.5 and PM10 onto PTFE 
filters 

Rome 

(Mukhtar and 

Limbeck) 
2009 

Atomic 

Spectrometry 
ETAAS Elemental PM10 onto MCE filters Austria 

(Saarnio et al.) 2008 Chromatography GC-MS PAH 
PM0.2-10 PU substrates and 

quartz filters 

European 

cities 

(Godoi et al.) 2008 X-ray 
EDXRF 

EPMA 
Elemental PM0.5-8 onto polycarbonate Brazil 

(Calzolai et al.) 2008 

X-ray 

Ion beam 
analysis 

EDXRF 

PIXE 
Elemental 

PM2.5-10 onto PTFE, 

polycarbonate and MCE 
filters 

Italy 

(Avino et al.) 2008 
Activation 

Analysis 
INAA Elemental 

PM10 onto polycarbonate 

filters 
Rome 

(Sharma et al.) 2007 Fluorescence SFS PAH PM onto quartz filters India 

(Bruno et al.) 2007 Chromatography GC-MS PAH PM2.5 onto quartz filters Italy 

(Nair et al.) 2006 Atomic Spectr. FAAS Elemental 
PM10 onto quartz fiber 
filters acid extracted 

India 

(Tomiyasu et al.) 2004 
X-ray 

MS 

EPMA 

ToF-SIMS 
Elemental / surface PM diesel exhaust particles Japan 

(Dabek-
Zlotorzynska et al.) 

2002 Electrochemical CE Ions 
NIST 1648 Urban Air 

Particulate Matter 
Canada 

Rizzio et al 2000 
Activation 

Analysis 
INAA Elemental TSP onto cellulose filters Italy 

(Guanghua and 
Guangfu) 

1998 
Ion beam 
analysis 

PIXE Elemental 
PM0.25-16 onto polycarbonate 

filters 
China 

(Schmeling et al.) 1997 X-ray TXRF Elemental 
PM onto cellulose nitrate 

filters 
Germany 

 

The choice between on-line or off-line techniques must be considered based on previous 

knowledge of the particles composition, equipment and financial resources available, as well as 

on the information or answer one is requiring from the analysis. Figure 1 shows a decision tree in 
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order to help readers to find the group of analytical techniques mostly appropriated for an 

experimental work. In section 3.2, readers will find a useful technical discussion about each 

technique to follow the proposed decision tree. 

3.2 Analytical Techniques 

A complete PM chemical or physical characterization is not possible with the use of only one 

technique, neither by a unique equipment. Each technique, in essence, is complementary to the 

whole process for mass closure. Therefore, although the discussions are carried out considering 

the analytical information required, the techniques presented here are classified according to their 

physical principles or working group: Atomic Spectrometry-based techniques, capillary 

electrophoresis, X-ray and ion beam based techniques, activation analysis, organic and 

carbonaceous techniques and surface sensitive techniques. It aims to provide support to the readers 

for choosing the most appropriated analytical technique among the working group indicated by 

using the decision tree shown in Figure 1. 
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Figure 1. Decision tree for the choice between several analytical techniques and its applications considering 

the sample matrix. 

3.2.1 Trends in Elemental Analysis 

The mostly elemental analysis is performed by techniques based on atomic spectrometry, X-ray 

and activation analysis, however, some analytical techniques have shown be more prominent over 
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the last two decades. In order to understand current and past trends, a literature review was 

conducted on analytical techniques for PM qualitative and quantitative characterization. The most 

cited analytical techniques in the literature are ICP-MS, ICP-OES, EDXRF, PIXE, FAAS, INAA, 

GFAAS, TXRF, CVAAS, PESA, SR-XRF, in the order from the most to the least cited one. The 

selected articles are compiled in Appendix A - Supplemental Material (Table S1 and S2 and Figure 

S1 and S2).  

Although atomic spectrometry represents the most used technique for elemental characterization 

of PM, ICP-MS accounts for almost two-thirds of all atomic spectrometry-based techniques used 

for characterization of PM, especially from 2010 onwards, when the number of works using ICP-

MS practically doubled (Figure S1b). Activation analysis based techniques has shown a flat trend 

of use through the last 20 years (Figure S1a), not showing any evidence of increase or 

obsolescence. Following atomic spectrometry, the use of X-ray based techniques (Figure S1a) has 

shown a continuous increase since 2003, mainly led by EDXRF (Figure S1c). EDXRF has 

surpassed the total number of studies using PIXE by 2003. In fact, over the last two decades, PIXE 

has shown a slight declining trend (Figure S1c). This behavior is more evident in studies related 

to Atmos. Res. (as can be seen in Figure S2 and Table S2). 

The preferential use of atomic spectrometry for elemental analysis in atmospheric related articles 

is observed, especially since 2002, with a similar difference between the number of publications 

using atomic spectrometry and X-ray based techniques to the general trend (Figure S2a). Atomic 

spectrometry-based techniques like as ICP-MS, ICP-OES, FAAS, GFAAS and CVAAS represent 

about 60% of all works published. X-ray based techniques contribute for about 35%, pushed 

mainly by EDXRF, and Activation Analysis (INAA) account for less than 5 %. X-ray techniques 

represent about 35% of the total number of published articles in the field of atmospheric sciences, 

depicted mainly by EDXRF, and lastly, Activation Analysis (INAA) accounts for less than 5 %.  

As in the general trend, ICP-MS is the most used atomic spectrometry-based technique, accounting 

for about 60% (Figure S2b). As for X-ray techniques, EDXRF and PIXE are both equally used in 

the field of atmospheric sciences (Figure S2c), with other techniques such WDXRF and PESA 

being less widely used. EDXRF and PIXE are also widely used in the fields of geochemistry, fuel 

applications, spectrochemical fundaments and applied analytical chemistry. However, in the field 

of atmospheric sciences, the tendency lines (yellow and blue) in Figure S2c shows an evident 

increase in the use of EDXRF over the last 20 years and a decreasing trend for PIXE. EDXRF has 

gradually climbed, step-by-step, over three distinct periods in the last 20 years. In the following 
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sections, the main techniques available concerning their use in the field of atmospheric sciences 

are presented: elemental analysis, organic and carbonaceous and surface analysis. 

3.2.2 Elemental Analysis Techniques 

Elemental analysis is often conducted in PM samples with the aim of understanding the full 

spectrum of metallic species constituting the sample and retrieve some information about the 

existence of species that can be harmful to human health (Lippmann and Chen, 2009; Wilson et 

al., 2002). However, metallic elemental composition information can also be used to define tracers 

of PM sources (Chow and Watson, 1998; Slezakova et al., 2008) and to infer its origin (Bernabé 

et al., 2005; Feng et al., 2009; Srivastava et al., 2008).  

3.2.2.1 - Atomic Spectrometry-based Techniques 

Inductively Coupled Plasma (ICP) is the most used technique for atomic spectrometry-based 

techniques. ICP is based on the ionization of a sample under intense argon plasma atmosphere and 

the principle of analysis and detection defines the terms Mass Spectrometry (MS) and Optical 

Emission Spectrometry (OES), sometimes referred by Atomic Emission Spectrometry (AES). 

High temperatures induced by the plasma excite electrons above steady-state. In the IPC-OES, 

when these electrons return to steady-state, a photon of light is emitted and then analyzed by 

interaction with electromagnetic radiation (absorption and emission) (Brown and Milton, 2005; 

Chow and Watson, 1998; Wilson et al., 2002). In the ICP-MS, the ions produced in argon plasma 

are introduced in a quadrupole or magnetic sector analyzer. The analyzer act as a mass filter that 

allows a single mass to charge ratio pass through at a given time, being detected by an electron 

multiplier (Brown and Milton, 2005; Gross, 2011; Hoffmann and Stroobant, 2007; Wilson et al., 

2002).  

ICP(OES and MS) have some attractive features for elemental analysis. They are a fast and multi-

elemental technique that present high sensitivity and low detection limits (DL), typically in the 

order of ppb, although ICP-MS can show DL in the order of ppt, an order of magnitude lower than 

other elemental techniques (Brown and Milton, 2005, Wilson et al., 2002). These features turn this 

analytical technique an excellent choice if trace elements are concerned. ICP analysis is essentially 

destructive, as it requires the complete extraction and digestion of the sample in an acid medium. 

Maybe, that is the greatest disadvantage of this technique. The acid digest PM is time-consuming 

and user-accuracy dependent. There a few artifacts to the methodology, if digestion is incomplete, 

the solution can form co-precipitates and sample mass needs to be large, a few milligrams (Balcaen 

et al., 2015; Borgese et al., 2012; Walkner et al., 2017; N. Zhang et al., 2017). Sample handling 
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also increases the risk of contamination, requiring a specialized operation and more experienced 

technicians. ICP (OES and MS) are the most used techniques in the atomic spectrometry group 

and have been widely used in the investigation of the impacts of PM in the environment.  

The results by ICP is largely used as input data for source apportionment models like as enrichment 

factor (EF), principal component analysis (PCA), positive matrix factor (PMF) among others 

(Aldabe et al., 2011; Clements et al., 2014; Khan et al., 2010; Pan et al., 2015).  The continuous 

increase and extensively use of ICP-MS in PM elemental analysis over the last 20 years can be 

associated with the advent of the mass spectrometry detectors and its achievements in low DL. 

ICP-MS analyses have been widely used in the identification of isotopic signature of metals like 

Pb and Fe to identify the sources of these metals (Félix et al., 2015; Flament et al., 2008).  

A more traditional technique, Atomic absorption spectrophotometry (AAS) is a based on the 

atomization or ionization of a given element at high temperatures (lower than ICP) and its detection 

at a specific wavelength by a monochromator. AAS presents three variants, Flame AAS (FAAS), 

Graphite Furnace (GFAAS), also known as Electro Thermal Furnace (ETAAS) and Cold Vapor 

AAS (CVAAS). The latter is more dedicated to mercury analysis. The main difference between 

each technique is the ionization method. FAAS uses a flame that can reach 3000 K, depending on 

the fuels and oxidants used for flame combustion, while GFAAS uses atomization temperatures 

over 3000 K, and CVAAS uses no vaporization system (Brown and Milton, 2005, Wilson et al., 

2002).  

AAS instruments are lower in cost if compared to ICP technology, user-friendly and of easy 

operation, and can be applied as a complementary technique for X-ray fluorescent analysis in the 

quantification of low-Z elements, specifically Be, Na and Mg. GFAAS achieves lower detection 

limits compared to FAAS (10 to 100 times better).  However, this analytical group presents 

considerable disadvantages in its use. As with ICP, there is need for prior digestion of PM and 

large sample mass, and all the disadvantages of increasing sample preparation (time-consuming, 

the risk of contamination and co-precipitate formation) applies. Beside, AAS is a single elemental 

analysis technique and need individual analysis for each element. This feature increases the time 

of analysis and the consuming of certified reference materials, as well as the dependence of an 

operator during the entire analysis (Borgese et al., 2012; Brown and Milton, 2005; Novaes et al., 

2016; Rizzio et al., 2000). Finally, AAS techniques also show high backgrounds and are 

inadequate for refractory elements, mainly Mo, W and Re. 
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One of the most concerning features of atomic spectrometry techniques is sample handling and the 

possibility of sample contamination. A new trend in atomic spectrometry techniques that can 

minimize the risk of contamination is the coupling of laser ablation (LA) to ICP-MS. LA-ICP-MS 

eliminates the digestion step by enabling the direct solid micro sampling and analysis. However, 

the technique shows the following drawbacks: elemental fractionation can occur, changes of the 

laser interaction with the sample matrix, transport efficiency of the ablated material and parameters 

of the set can lead to erroneous results for quantitative analysis (Gonzalez et al., 2006; Horn and 

Günther, 2003; Niehaus et al., 2015; Pickhardt et al., 2005; Trejos and Almirall, 2004; Voss et al., 

2017). 

3.2.2.2 - Capillary Electrophoresis 

Capillary Electrophoresis (CE) is reported in the literature as a promising method for PM 

characterization that can perform multi-ion analysis on a small extract volume (Dabek-

Zlotorzynska et al., 2003). Analysis by CE requires sample handling: acid digestion - which can 

induce low separation efficiency - and ultrafiltration. CE can perform efficient and fast separation 

of metals, depending on experimental conditions, and it is a very attractive technique for the 

purpose of element speciation, as an alternative option to the atomic spectrometric analysis 

(Dabek-Zlotorzynska et al., 2002). CE promotes an inexpensive and fast analysis, with high 

separation efficiency, requiring low sample volume, which is an importantfeature when dealing 

with PM sampling. Authors also describe occurrence of problems associated with the long-term 

stability of the migration times (Dabek-Zlotorzynska et al., 2003, 2002; Lara et al., 2016; Pacáková 

and Štulík, 2005).   

The main features of atomic spectrometry and capillary electrophoresis-based techniques are 

summarized in Table 2. 

Table 2. Summary of the most used atomic spectrometry and capillary electrophoresis techniques for 

particulate matter characterization. 

Technique Analytical 

Information 
Advantages Disadvantages Time* Authors 

Principal Variant 

Atomic 
Spectrometry 

ICP-
OES 

Elemental  

 High sensitivity;  

 Low detection limits; 

 Fast multi-element 

analysis; 

 Low volume of 

sample. 

 Sample handling:  

 Time-consuming and 

contamination risk;  

 Destructive analysis;  

 Relative large amounts 

of samples. 

H 

(Walkner et al., 2017) 
(Zhang et al., 2017) 

(Novaes et al., 2016) 

(Balcaen et al., 2015) 
(Borgese et al., 2012) 

Atomic 

Spectrometry 
ICP-MS Elemental 

 High sensitivity;  

 Low detection limits: 

one order of 

magnitude lower than 
other elemental 

techniques; 

 Sample handling:  

 Time-consuming and 

contamination risk;  

 Destructive;  

 Relative large amounts 

of samples. 

H 

(Walkner et al., 2017) 

(Zhang et al., 2017) 
(Novaes et al., 2016) 

(Balcaen et al., 2015) 

(Borgese et al., 2012) 
(Chow and Watson, 1998) 
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3.2.2.3 - X-ray based Techniques 

X-ray techniques use a focused beam of charged particles or photons which excite electrons in the 

samples with a wavelength that is characteristic of the element, allowing a qualitative and 

quantitative trace analysis of the material. X-ray methods have been largely applied in many 

different areas, like geological materials, industrial materials, archaeological samples, forensics 

sample, as well as environmental samples (Brown and Milton, 2005; Janssens, 2013). Among all 

X-ray based techniques for PM characterization, the most applied ones are EDXRF, PIXE, TXRF, 

WDXRF, PESA and SR-XRF. These techniques are grouped as X-ray and ion beam techniques in 

Table 3. 

Energy Dispersive X-ray Fluorescence (EDXRF) is a well-established method for quantitative 

elemental analysis and the most used X-ray fluorescence technique, including WDXRF, TXRF 

and SRXRF. X-ray fluorescence analysis (XRF) is based on atoms ionization by an energetic beam 

of primary X-rays. The radiation that is emitted by the ionized atoms upon relaxation contains a 

selective, qualitative and quantitative information of the elemental constituents present in the 

sample (Janssens, 2013, Brown and Milton, 2005, Wilson et al., 2002). EDXRF is essentially a 

non-destructive technique, although some lighter elements and semi-volatile compounds can be 

 Fast multi-element 

analysis. 

Atomic 
Spectrometry 

FAAS Elemental 

 Low cost;  

 Easy operation; 

 Complementary 

technique for Na and 
Mg. 

 Destructive; 

 Insufficient 

atomization of some 
analytes; 

 High background; 

 Individual analysis for 

each element;  

 Sampling handling: 

risk of contamination 

and co-precipitate; 

 Inadequate for 

refractory elements. 

H 

(Novaes et al., 2016) 
(Borgese et al., 2012) 

(Brown and Milton, 2005) 

(Wilson et al., 2002) 
(Rizzio et al., 2000) 

Atomic 

Spectrometry 
GFAAS Elemental 

 Higher atomization 

temperatures than 

FAAS; 

 LOD comparable to 

ICP and 10-100 times 

better than FAAS. 

 Destructive; 

 High background;  

 Individual analysis for 

each element;  

 Sampling handling: 

risk of co-precipitate 

and contamination;  

 Inadequate for 

refractory elements. 

H 

 
(Novaes et al., 2016) 

(Borgese et al., 2012) 

(Brown and Milton, 2005) 
(Wilson et al., 2002) 

(Rizzio et al., 2000)  

Capillary 
Electrophoresi

s 

CE Inorganic ions 

 High separation 

efficiency;  

 Low sample volume; 

 Inexpensive and fast 

analysis. 

 Sample handling: 

digestion and 

ultrafiltration; 

 Reduced sensitivity;  

 Acid digestion induces 

low separation 
efficiency;  

 Problems associated to 

long-term stability of 

the migration times. 

L 

(Lara et al., 2016) 

(Pacáková and Štulík, 
2005) 

(Dabek-Zlotorzynska et 

al., 2003) 
(Dabek-Zlotorzynska et 

al., 2002) 
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lost due to X-ray radiation and under vacuum analysis. None or minimal sample preparation is 

needed, which reduces contamination risks, but a homogeneous sample is mandatory (Janssens, 

2013; Okuda et al., 2014). A multichannel memory provides a fast and a selective multi-elemental 

analysis, with a wide range of detectable elements from Na to U. Another good feature of EDXRF 

is the possibility of liquid sample analysis. In principle, all fluorescence techniques can present 

interferences influencing fluorescent intensity. This interference is caused by matrix-effect that is 

associated with an attenuation of both primary and fluorescent radiation within the sample. The 

sensitivity of XRF depends on the energy of the incident radiation, the geometry of the instrument 

and the efficiency of the detector. EDXRF presents low DL’s in the order of a few µg cm-2 or µg 

g-1, which is comparable to the DL’s of ICP-OES (see Tables 1 and 2). Although, EDXRF 

possesses low sensitivity for low-Z elements (Z < 11), a complementary technique is required for 

mass closure (Çevik et al., 2003; Dogan and Kobya, 2006; Ekinci et al., 2002; Gredilla et al., 2016; 

Janssens, 2013; Reyes-Herrera et al., 2015; Sitko, 2009; Yatkin et al., 2012; Yatkin and Gerboles, 

2017). EDXRF is preferred over WDXRF due to its fast and multi-elemental analysis (Wilson et 

al., 2002). 

(Niu et al., 2010) compared EDXRF to ICP-MS regarding measurement uncertainty associated 

with metals quantification in particulate matter (PM10) using co-located duplicate samples for both 

24-h and 2-week sampling. The results yield very good correlations (R2 > 0.7) for elements that 

were above detection limits for both instruments (e.g. Fe, Mn, Zn, Pb and Cu). A similar result is 

shown by (Yatkin et al., 2012) stating that EDXRF can be considered as an alternative method to 

Teflon filters PM measurements with ICP-MS. EDXRF has been widely used for characterization 

of trace elements in PM samples with different objectives, as studies of source apportionment, 

human health impacts and influence on visibility, as reported by (Cheng et al., 2015; Díaz et al., 

2014; Ivošević et al., 2015; Okuda et al., 2014; Tecer et al., 2012; Vossler et al., 2016). 

Wavelength-Dispersive X-ray Fluorescence (WDXRF) is based on the diffraction of incident X-

rays by a single crystal to separate characteristic wavelengths emitted by the sample. This 

technique presents low DL’s (down to ppm levels) and improved sensitivity, which results in high 

spectral resolution with minimal peak overlap. Multi-elemental analysis is possible with the 

coupling wavelength-dispersive system, but moderate to high costs must be considered (Janssens, 

2013, Chow and Watson, 1998). In addition, the use of high power excitation can result in heating 

and degradation of samples. 

Total X-ray Fluorescence (TXRF) is based on the incoming radiation that focuses on the sample 

at less than the critical angle by the implementation of X-ray optical geometries that uses the total 
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reflection of the primary radiation on flat surfaces. The instrument geometry modification 

minimizes the scattering on the substrate improving DLs and avoids the correction for matrix 

effects. This method requires thin samples involving a sample pre-treatment and increasing the 

risk of sample contamination. In quantitative analysis, saturation effects caused by deviation in 

linear relation is observed in high sample masses due to differences in primary radiation (Bilo et 

al., 2017; Borgese et al., 2012; Meirer et al., 2010; Schmeling, 2004; Wagner et al., 2008; Wagner 

and Mages, 2010; Wilson et al., 2002).  

Synchrotron radiation X-ray Fluorescence (SRXRF) uses the same physical principle of EDXRF, 

but with a source of synchrotron radiation for exciting X-rays. This multi-elemental, non-

destructive and fast analytical technique has high detection sensitivity due to the high flux of 

polarized X-rays. As the Synchrotron facilities offer polarization options (circle or plane), the total 

X-ray polarization improves DLs (pg level) providing minimum background and requiring small 

amounts of sample. Plural and multiple scattering can influence SRXRF results (Janssens, 2013; 

Lü et al., 2012; Saisho, 1989; Wilson et al., 2002; Zeng et al., 2013). Although, the most 

considerable disadvantage about the SRXRF is the limited number of available synchrotron 

sources around the world, being 49 sources, 19 sources in Europe, 15 in Asia, 4 in Middle East, 1 

in Oceania and 9 in Americas (7 in USA and 1 in Canada). Brazil has the only synchrotron source 

in Latin America, the National Laboratory of Synchrotron Light (LNLS) (Lightsources.org, 2017). 

Particle (or Proton) Induced X-ray Emission (PIXE) is an ion beam method based on the detection 

of characteristic X-rays induced by a particle beam (protons or lighter ions) from electrostatic 

accelerators (Janssens, 2013; Wilson et al., 2002). PIXE is a multi-elemental analysis technique 

that covers a wide range of elements with high sensitivity, favoring the quantification of lighter 

elements. PIXE is a non-destructive technique and needs minimal sample handling, similar to 

EDXRF. However, contrary to XRF techniques, PIXE has higher sensitivity for lighter elements 

such as Na (Carmona et al., 2010; Crilley et al., 2017; Klockenkämper, 1987; Maenhaut, 2015; 

Maenhaut et al., 2011; Reyes-Herrera et al., 2015). This feature relates to the low use of proton 

energy, in the order of a few MeV. Thus, the cross-section for the production of X-rays favors the 

quantification of lighter elements as Na (Janssens, 2013, Wilson et al., 2002). PIXE is based on 

the excitation characteristics of X-rays using protons or other light ions irradiation (Janssens, 

2013). This principle is similar to XRF but differs in the usage of fluorescent energy source 

excitation .  

Due to some similar characteristics between PIXE and XRF, a comparison between some features 

of both techniques is mandatory. The sensitivity of X-ray and ion beam methods for lighter 
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elements analysis relies on the absorption of soft X-rays. PIXE analysis is more sensitive to lighter 

elements than EDXRF, since EDXRF presents absorption edges far below the required excitation 

energy. In PIXE, the higher the atomic number (Z) the lower is the sensitivity, and a strong 

decrease in the X-ray production cross sections results in lower sensitivity for heavy elements. 

Thus, as a rule of thumb, fluorescence is more suitable for medium to heavy elements, and ion-

beam analysis is preferred for lighter elements (Table 3). Both techniques present better results 

when the measurements are made in a vacuum, although the risk of loss of some semi-volatiles is 

present (Janssens, 2013, Reyes-Herrera et al., 2015). Despite the similarity of the advantages and 

disadvantages of both techniques, PIXE is less expressive in research output compared to EDXRF 

in the last 15 years (See Figure 2 and Table 2 of the Supplemental Material). This trend can be 

associated with the easy operation and relatively low cost of EDXRF since sensitivity is similar to 

both techniques.  

Particle-induced γ-ray emission (PIGE) theory is based on a projectile penetrating deep into the 

target nucleus producing long-lived excited states that usually decays with an emission of a gamma 

photon with well-known energies, typical widths in the order of 10−3 eV, which can be used for 

the determination of elemental composition of the samples. PIGE is a multi-elemental and non-

destructive technique (Li et al., 2012; Zucchiatti and Redondo-Cubero, 2014) that uses excitation 

of gamma-rays performed by protons of 3 MeV or higher to increase the analyzed sample depth 

to about 100 μm. PIGE is an excellent technique applied for the determination of light elements 

such as Li, Be, B, C, O, F, Na and Mg (Allegro et al., 2016; Janssens, 2013), although it can also 

be used to detect heavier elements with appropriate nuclear reactions (Allegro et al., 2016). PIGE 

has high DLs with typical values in the order of tens of ppm. The loss of semi-volatiles elements 

and compounds when in a vacuum and the possibility of resonance must be considered (Allegro 

et al., 2016; Carmona et al., 2010; Csedreki and Huszank, 2015; Nayak and Vijayan, 2006; 

Zucchiatti and Redondo-Cubero, 2014). 

Particle Elastic Scattering Analysis (PESA) with MeV energy proton beams is based on the 

detection of protons elastically scattered by the target nuclei in the forward directions, allowing 

quantitative information of C and other low-Z atoms like H, N and O (Chiari et al., 2015, 2004). 

Therefore, PESA is a multi-elemental technique used mainly for the determination of light 

elements. However, the estimation of organic matter by carbon combustion from quartz filters and 

estimation of organic matter by hydrogen in PM on Teflon filters is feasible, assuming the 

chemical states of sulfates and nitrates (Cahill et al., 1996; Malm et al., 1994; Wilson et al., 2002). 

Besides estimation of organic matter, other negative features associated to PESA are its application 

to only low-Z (Z < 8) elements, detectors limited lifetime and the usage of Teflon filters for H 



37 

 

detection (Chiari et al., 2015, 2004; Trompetter et al., 2013; Zucchiatti and Redondo-Cubero, 

2014). 

Rutherford Backscattering Spectrometry (RBS) is an ion beam based technique applied for a solid 

matrix that can be used for the determination of light elements (Janssens, 2013), although RBS is 

reported as a good technique applied for heavy elements in the light matrix (Jeynes et al., 2012). 

Poor mass resolution and spectrum influenced by multiple scattering are others features of this 

technique (Bauer et al., 1992; Jeynes et al., 2012) 

Instrumental Neutron Activation Analysis (INAA) is based on the bombardment of a sample by 

neutrons that irradiates and activates the sample. A nuclear reaction occurs between neutrons and 

sample isotopes producing radionuclides that emit characteristic gamma rays energy specific to 

each element (Brown and Milton, 2005, Wilson et al., 2002). INAA is a high sensitivity technique 

with negligible matrix effects, providing results down to ultra-low (sub-ppm) concentrations. 

Technically, INAA is a non-destructive technique, but in essence, some elements in the sample 

are transformed in radioactive isotopes, which turns unfeasible the use of the samples for any other 

analysis (Wilson et al., 2002). The use of nuclear reactors makes INAA an expensive technique, 

and measurement time can take several hours (Brown and Milton, 2005; Chow and Watson, 1998; 

Dogan and Kobya, 2006; Sánchez-Rodas et al., 2015; Wilson et al., 2002). 

The main features of X-ray and ion beam-based techniques are summarized in Table 3.  

Table 3. Summary of the most used X-ray and ion beam techniques for particulate matter characterization. 

Technique Analytical 

Information 
Advantages Disadvantages Time* Authors 

Principal Variant 

X-ray EDXRF Elemental 

 Non-destructive;  

 Fast and multi-

elemental analysis;  

 Wide range of Z; 

 No sample handling;  

 Applied for liquid 

matrices;  

 Equivalent DL to 

ICP-AES in vacuum 
medium; inexpensive. 

 Matrix-effect 

interference; 

 Low sensitivity for 

low-Z elements: 
applied for Z >11;  

 Loss of mass and 

semi-volatile 
compounds in 

vacuum medium; 

 Homogeneous sample 

is mandatory. 

L 

(Yatkin and Gerboles, 
2017) 

(Gredilla et al., 2016) 

(Reyes-Herrera et al., 
2015) 

(Naseerutheen et al., 2014) 
(Okuda et al., 2014) 

(Janssens, 2013) 

(Yatkin et al., 2012) 
(Sitko, 2009) 

(Dogan and Kobya, 2006) 

(Brown and Milton, 2005) 
(Çevik et al., 2003) 

(Wilson et al., 2002) 

(Ekinci et al., 2002) 

X-ray WDXRF Elemental 

 Simultaneous 

detection mode; 

 High spectral 

resolution:  Minimum 
peak overlaps 

 Low DL’s: below 

ppm 

 Single analysis 

 High power excitation 

to improve the 

sensitivity (sample 
heating and 

degradation); 

 Loss of mass and 

semi-volatile 

compounds in 
vacuum medium; 

L 

(Janssens, 2013) 

(Wilson et al., 2002) 

(Chow and Watson, 1998) 
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*Time consuming: L (Low); M (Medium); H (High). 

3.2.2.4 - Sample Preparation and Handling 

Both ICP and AAS are destructive techniques that require complete sample digestion. Common 

procedure involves acid-digestion using HNO3, HCl, HF, and H2O2 in combination with heat, 

either via hotplates or microwave digestion (Félix et al., 2015; Flament et al., 2008; Pan et al., 

X-ray TXRF Elemental 

 Multi-elemental;   
 High flux of X-rays: 

high sensitivity; 

 Improved DL’s;  

 Negligible matrix 

effect;  

 Reduced background; 

small sample amount. 

 Sample handling: risk 

of contamination;  

 Risk of saturation 

effects. 

M 

(Bilo et al., 2017) 

(Borgese et al., 2012) 

(Borgese et al., 2011) 

(Wagner and Mages, 2010) 
(Meirer et al., 2010) 

(Wagner et al., 2008) 

(Schmeling, 2004) 
(Wilson et al., 2002) 

X-ray SR-XRF Elemental 

 Multi-elemental;  

 Non-destructive, and 

fast analysis;  

 High sensitivity: DL’s 

in the order of pg; 

 Minimum 

background;  

 Small amounts of 

sample required. 

 Influenced by plural 

and multiple 

scattering. 

L 

(Zeng et al., 2013) 

(Lü et al., 2012) 
(Wilson et al., 2002) 

(Saisho, 1989) 

Ion beam 

analysis 
PIXE Elemental 

 Multi-element 

analysis; 

 Favors lighter 

elements 

quantification;  

 Wide range of Z;  

 No sample handling, 

 Non-destructive;  

 High sensitivity. 

 Strong decrease 

in X-ray production 

cross sections for 
higher-Z: applied for 

Z>11;  

 Risk of loss of semi-

volatile; Not for H, C, 

N, O;  

 Only for solid 

samples. 

L 

(Maenhaut, 2015) 

(Reyes-Herrera et al., 

2015) 
(Maenhaut et al., 2011) 

(Carmona et al., 2010) 

(Calzolai et al., 2008) 
(Wilson et al., 2002) 

(Klockenkämper, 1987) 

Ion beam 
analysis 

PIGE Elemental 

 High sensitivity for 

light elements;  

 Multi-elemental 

analysis;  

 No sample handling;  

 Non-destructive;  

 Easy operation. 

 Loss of semi volatile 

compounds under 

vacuum medium;  

 Resonance feature;  

 Mostly used as 

complementary 

technique for PIXE: 

applied for Z<17;  

 Only for solid 

samples; 

 High DL’s: Tens of 

ppm 

L 

(Allegro et al., 2016) 
(Csedreki and Huszank, 

2015) 

(Zucchiatti and Redondo-
Cubero, 2014) 

(Li et al., 2012) 

(Carmona et al., 2010) 
(Nayak and Vijayan, 2006)  

Ion beam 

analysis 
PESA Elemental 

 Determination of light 

elements (e.g.: H, C, 
N, O);  

 Estimative of organic 

matter by hydrogen. 

 Applied only to low-Z 

(<8) elements;  

 Limited lifetime of 

detectors;  

 Limited to Teflon 

filters for H detection. 

L 

(Chiari et al., 2015) 

(Zucchiatti and Redondo-
Cubero, 2014) 

(Trompetter et al., 2013) 

(Wilson et al., 2002)  

Ion beam 

analysis 
RBS Elemental 

 High sensitivity for 

heavy elements in 

light matrices. 

 Poor mass resolution;  

 Spectrum influenced 

by multiple 
scattering;  

 Applied only for 

solids. 

L 
(Jeynes et al., 2012) 

(Bauer et al., 1992) 

Activation 

Analysis 
INAA Elemental 

 High sensitivity;  

 Matrix independent. 

 High analytical time 

and cost;  

 Sample handling; 

 Require nuclear 

reactor; 

 Destructive 

technique: Transform 

some elements in 

radioactive isotopes. 

L 

(Sánchez-Rodas et al., 

2015) 

(Dogan and Kobya, 2006) 
(Chow and Watson, 1998) 
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2015; Rizzio et al., 2000). To remove organic coatings, when the sample is highly organic, it is 

advised to pre-treat the sample via heat (furnace at 400 ºC for 3h) prior to digestion step (Rastogi 

and Sarin, 2009). High temperatures (above 90ºC) must be avoided for Hg analysis by CVAAS 

due to the high volatility of Hg (Iqbal and Kim, 2016; Xiu et al., 2005). The sample preparation 

procedure for analysis by CE is the similar to the applied for ICP and AAS analysis, an acid 

digestion in HNO3/HF heated at 100ºC, followed by ultrafiltration or centrifugation of the 

resultant solution (Dabek-Zlotorzynska et al., 2003, 2002; Lara et al., 2016; Pacáková and Štulík, 

2005). 

X-Ray based techniques are non-destructive and require minimal sample handling. EDXRF, 

WDXRF, PIXE, PESA, and PIGE require no sample digestion and can analyze PM directly in 

filters. Improvements in the detection of lighter elements like Na and K can be achieved in vacuum 

medium, therefore, depending on the sampling strategy (powder or filters) is necessary some 

handling. Samples deposited on filters can be directly analyzed in vacuum, however, powder 

samples must be pressed into pellets. Although x-ray-based, TXRF requires sample digestion prior 

to analysis. The choice of filter medium must be careful because different digestion methods are 

necessary depending on the nature of the filter. Teflon, cellulose and polycarbonate membranes 

can be easily digested by conventional methods, filters made in quartz and glass fiber need 

aggressive acids (HF, aqua regia, etc.) followed by microwave or hotplate digestion (Schmeling 

et al., 1997; Szigeti et al., 2015). 

INAA turns the sample useless for complementation by any other analytical technique since 

samples have to be pressed into polyethylene or quartz containers prior to analysis (Alves et al., 

1998; Merešová et al., 2008; Voutsa et al., 2002). 

3.2.3 Organic and Carbonaceous Techniques 

This group comprehends several analytical methods for the identification of organic and elemental 

carbon in PM samples. There is a large list of techniques in this group, but here we will focus on 

the most commonly cited in the literature (GC-MS, TD/GC-MS, LC, IC, CE, and TOC). Organic 

chemical characterization techniques consist on the analysis of organic species (volatiles), 

elemental or black carbon (non-volatile) such as soot; and carbonaceous chemical characterization 

consisting mainly on the identification of carbonate species such as Na2CO3, CaCO3, etc. Organic 

and elemental carbon is the major fraction of the total aerosol mass in the atmosphere at both rural 

and urban environment (Chow and Watson, 1998; Wilson et al., 2002; Yadav et al., 2013). 
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Gas Chromatography Mass Spectrometry (GC-MS) is an analytical technique using gas 

chromatography separation together with the concepts of the mass spectrometry for the 

identification of volatile organic species (Chauhan et al., 2014). GC-MS is widely used in the 

characterization of PM-bond hydrocarbons in health risk assessment as well as source 

apportionment studies, usually focusing on polycyclic aromatic hydrocarbons (PAH) and volatile 

organic compounds (VOC). PAH’s are resistant to degradation in the environment, hence 

classified as persistent organic pollutants (POP), and can present toxic and carcinogenic hazard 

(Atkins et al., 2010; Chen et al., 2012; Gao et al., 2015; Gupta et al., 2011; Wnorowski, 2017; Wu 

et al., 2017, 2014). Volatilization and oxidative degradation of PAH’s are some sampling artifacts 

that can occur when collected onto filters leading to masses loss. While volatilization is strongly 

influenced by sampling flow and meteorological conditions, PAH oxidative degradation is driven 

by homogeneous gas-phase reactions or heterogeneous reactions on aerosol particles in 

atmosphere, although this degradation can also occur after the filter deposition, initiating reactions 

among PAH’s onto sampling substrates and oxidant gases in the atmosphere, like OH, NO2, and 

mainly O3 due to its proportion in the ambient (Balducci et al., 2017; Schauer et al., 2003). The 

use of O3 denuders may minimize PAH oxidative degradation and volatilization without causing 

significant mass loss. However, PAHs in the gas phase were not able to be detected with denuder 

sampling system (Liu et al., 2014). Lastly, Ladji et al. (2014) showed that about 95% of PAH’s 

are present in particles less than 3 µm. Therefore, in PM2.5-bound PAH’s characterization, special 

attention should be given to the sampling (pre-treatment of filters), handling (storage, weighing) 

and analysis (extraction/desorption).  

The high selectivity, resolution, and sensitivity of this technique have made the GC-MS a favorite 

in PM’s PAH analysis, preferred over techniques as Liquid Chromatography (LC) (Pandey et al., 

2011; Poster et al., 2006). GC-MS is a highly sensitive and accurate technique that provides low 

DLs and has a wide organic species library, in which species can be identified with no need of 

certified reference materials (CRM’s). However, quantification using internal standards or CRM’s 

is mandatory. Co-elution is a common problem in GC analysis but can be corrected by adjusting 

a temperature ramp. GC-MS is a costly technique that involves complex analytical procedures, 

demanding therefore highly specialized manpower (Chauhan et al., 2014; Chen et al., 2013; 

Helmig, 1999; Liu et al., 2007; Pandey et al., 2011; Poster et al., 2006). Some GC-MS features 

can limit the application of this technique though: 

 Samples must be humidity free and analytes must vaporize between 30ºC and 300ºC.  
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 Matrix effects are a concern and often separation and pre-concentration methods are 

required.  

 An extraction step needs to occur prior to GC-MS analysis. For instance, there are several 

methods for the extraction of PAHs, including Soxhlet extraction, ultrasonic extraction, 

supercritical fluid extraction, microwave-assisted extraction and accelerated solvent 

extraction, all characterized using toxic organic solvents. Specifically, PAH extraction 

from the particles is time-consuming, labor intensive, expensive and may cause 

contamination resulting in erroneous results (Bates et al., 2008; Gil-Moltó et al., 2009).  

Thermal Desorption GC–MS (TD-GC-MS) couples the GC-MS to a thermal desorption unit in 

which no sample preparation is required, providing an automated and more sensitive alternative to 

solvent extraction. TD-GC-MS can be employed for the extraction of volatile and semi-volatile 

species from adsorbing matrices, including PM onto quartz filters (Gil-Moltó et al., 2009, Bates et 

al., 2008). This technique requires no sample preparation and reduced sample mass, it is a 

technique that is solvent-free, fast, highly sensitive, and accurate technique, which allows for high-

resolution at low detection limits (Hays et al., 2003; Mercier et al., 2012). The use of a thermal 

desorption unit decreases the time/cost of analysis and reduces the risk of analyte loss or sample 

contamination (Bates et al., 2008). TD-GC-MS validation is performed for PAHs using standard 

reference materials (SRM1649 – urban dust, SRM1650 – diesel PM, SRM2787 – PM10, among 

others). The results are highly reproducible and accurate and were found to be equivalent to results 

obtained using thermal desorption with classical solvent extraction methods (Bates et al., 2008; 

Grandesso et al., 2013; Hays et al., 2003; Ho et al., 2008; Mercier et al., 2012; van Drooge et al., 

2009). 

Ion Chromatography (IC) is, in essence, a liquid chromatography technique applied to identify 

inorganic cations, anions and low molecular weight water-soluble organic acids and bases. IC 

analyses eluents carrying the sample through a solid stationary phase (a packed column), which 

according to the ionic affinity and ionic strength of the species in the eluent, creates a differential 

rate through the column according to each species (Shaw and Haddad, 2004). This technique 

promotes low DLs, no loss of hydrophilic or volatile compounds is expected, and no derivatization 

is required. Although the risk of contamination exists, since pre-treatment of the samples is 

mandatory, interference in analytical results is considered minimal. In fact, only very weakly 

dissociated acids have been reported to interfere with IC results (Fischer, 2002; López-Ruiz, 2000; 

Sarzanini, 2002; Shaw and Haddad, 2004).  
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Thermal–optical carbon (TOC) analysis is widely used for determination of PM organic carbon 

(OC) and elemental carbon (EC). Particularly, thermal/optical reflectance (TOR) and 

thermal/optical transmission (TOT) are used in the analysis of OC and EC respectively (Wilson et 

al., 2002). Thermal-optical methods have been developed for the analysis of EC and OC on glass 

or quartz fiber filters, as described by the protocols IMPROVE, NIOSH and CalTech (Watson et 

al., 2005). In the thermal-optical analysis, OC is volatilized in two steps: at 350°C in an O2-He 

mixture and at 600°C in pure He. The volatilized OC is oxidized to CO2, and then reduced to CH4, 

measuring the concentration of the latter via flame ionization detector (FID). EC is converted to 

CO2 in O2-He atmosphere at 400, 500, and 600°C, and the CO2 is measured by FID (Huntzicker 

et al., 1982). Overall, thermal-optical techniques provide good information about the carbonaceous 

fraction of the PM. This technique: 

 Promotes the discretization of OC and EC, serving as a complementary technique for mass 

closure balance.  

 It is destructive and some care must be taken cause the risk of pyrolyzed carbon formation 

during analysis. The authors also report that 10% to 70% of all PM mass is composed of 

EC and OC, however, this partitioning is highly influenced by the chemical composition 

and sources (Cheng et al., 2011, Watson et al., 2005, Wilson et al., 2002, Huntzicker et al., 

1982). 

Proton Transfer Reaction Mass Spectrometry (PTR-MS) is a technique developed by Lindinger 

and Jordan (1998) for detecting VOC’s in ambient air. This technique connects the idea of 

chemical ionization (CI) and the flow-drift tube type (FDT) technique. The principle of the PTR-

MS is based on the chemical ionization of a gas inside a drift tube, usually by proton transfer from 

H3O
+. A proton transfer reaction between H3O

+ and an organic specie (R) produces H2O and a 

protonated organic RH+ inside the drift tube assembly. A mass analyzer detects the organic RH+ 

as a m/z value equal to the original mass of the organic (R) plus 1 (M+1). Quadrupole analyzers 

(PTR-MS) does not properly distinguish between species that occur at the same nominal m/z 

(Wallace et al., 2018). To contour this limitation Time-of-Flight (ToF) analyzers were coupled to 

PTR-MS system rising the PTR-ToF-MS instruments with improved mass resolution with typical 

values ranging from 4000 to 5000 m/Δm, been able to separate compounds differing by 0.01 Da. 

PTR-MS is highly sensitive, presenting DL’s in ppbv and pptv (Lindinger and Jordan, 1998; 

Pallozzi et al., 2016). Nevertheless, adding a TD unit to the PTR-MS enables the analysis of PM-

bound PAHs. Many aerosols compounds do not fragment, allowing the detection at their 

protonated mass. This combination has been used widely used in recent works have dealt with the 
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investigation of organic aerosols, particularly PAHs (Masalaite et al., 2017; Salvador et al., 2016; 

Timkovsky et al., 2015). 

3.2.3.1 - Sample Preparation and Handling 

From 2000 to the begin of 2010 decade the most used extraction method for GC analysis was 

Soxhlet. This extraction method is based on the solubilization and concentration of organic 

compounds sorbed onto PM samples using a Soxhlet extractor. High purity solvents (acetone, 

dichloromethane, petroleum ether, etc) extract organic compounds from the filter medium, the 

extracts are concentrated with a rotary evaporator and cleaned by filtration with silica gel (Callén 

et al., 2013; Esen et al., 2008; Gaga and Ari, 2011; Ho et al., 2009; Liu et al., 2007). In the last 

eight years, ultrasonic extraction is the most used extraction method for PM. In this method, an 

appropriated solvent (methanol, dichloromethane) into an ultrasonic bath that extracts the PAHs 

from the sample for a period of 10 to 30 min. After the ultrasonic treatment, extracts are 

concentrated using a rotary evaporator, followed by evaporation under N2 stream (Atkins et al., 

2010; Gao et al., 2015; Wu et al., 2014). TD-GC-MS requires no sample preparation prior to 

analysis. 

Analysis by IC requires extraction and manipulation since ions must be extracted from the PM 

into solution prior to analysis. This processes is relatively simple and consists in extracting ions 

from PM by an ultrasonic bath in deionized distilled water (or IC eluent), followed by a filtration 

(0,45 µm) to remove insoluble residues (Brown and Edwards, 2009; Haddad, 1989; USEPA, 

1999). 

TOC analysis requires minimal sample preparation. For PM that has been sampled in filters, a 

fraction of the filters is inserted directly into the instrument. Otherwise, PM needs to be placed on 

a filter prior to analysis. 

PTR-MS analysis requires no sample preparation since it works on-line or coupled to a TD unit. 

The main features of organic and carbonaceous-based techniques are summarized in Table 4. 
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Table 4. Summary of the most used organic and carbonaceous techniques for particulate matter 

characterization. 

aTime consuming: L (Low); M (Medium); H (High). 
bTypical values. 
cResolution in 𝑚 ∆𝑚⁄ . 

3.2.4 Surface Analysis Techniques 

Surface Analysis comprehends a group of techniques applied for the investigation of the chemical 

structure of a shallow layer of solid surfaces, in the order of a few nanometers. In this section, we 

Technique Analytical 

Information 
Advantages Disadvantages Timea DL’sb Authors 

Principal Variant 

Chromatography GC-MS Organics 

 High sensitivity 

and accuracy; 

 Low DL;  

 Wide library for 

organics. 

 Analytical 

complexity and 

high cost ;  

 Sample handling; 

requires analytes 

with vapor 
pressure between 

30 - 300ºC;  

 Need of sample 

free of H2O and 

salts;  

 Specialized 

operation;  

 Co-elution 

possibility. 

M/H 
sub-ppb 

(ng g-1) 

(Chauhan et al., 2014) 

(Chen et al., 2013) 
(Bates et al., 2008) 

(Liu et al., 2007) 

(Poster et al., 2006) 
(Helmig, 1999) 

Chromatography TD/GC-MS Organics 

 High sensitivity 

and accuracy;  

 Low DL;  

 Wide library for 

organics;  

 No sample 

extraction. 

 Analytical 

complexity and 

high cost ;  

 Requires analytes 

with vapor 

pressure between 
30 - 300ºC; sample 

free of H2O and 

salts; 

 Specialized 

operation;  

 Co-elution 

possibility. 

L 
sub-ppb 

(ng g-1) 

(Geldenhuys et al., 

2015) 
(Chauhan et al., 2014) 

(Grandesso et al., 2013) 
(Chen et al., 2013) 

(Mercier et al., 2012a) 

(Gil-Moltó et al., 2009) 
(Bates et al., 2008) 

(Helmig, 1999)  

Chromatography IC 

Organic 

(acids/bases) 

and 
Inorganic 

(ions) 

 Low detection 

limits; 

 No 

derivatization  

is required;  

 No loss of very 

hydrophilic  

or volatile 
compounds. 

 Sample 

pretreatment: risk 
of contamination;  

 Interferences from 

very weakly 

dissociated acids. 

M 
sub-ppb 

(ng g-1) 

(Shaw and Haddad, 

2004) 

(Sarzanini, 2002) 
(Fischer, 2002) 

(López-Ruiz, 2000) 

Thermal–optical 
TOT 

TOR 
EC/OC 

 Separation of 

organic and 

elemental 

carbon; 

 Complementary 

technique for 
full mass 

balance for 

aerosols. 

 Destructive 

technique; risk of 
pyrolyzed carbon 

formation;  

 High influence of 

chemical 

composition and 
source of 

carbonaceous 

aerosol in OC/EC 
split. 

M 
0.2  

µgC cm-2 

(Cheng et al., 2011) 

(Watson et al., 2005) 

(Wilson et al., 2002) 
(Birch and Cary, 1996) 

(Chow et al., 1993) 

(Huntzicker et al., 1982) 
  

Proton Transfer 
PTR-MS 

PTR-ToF-MS 
Organics 

 High sensitivity 

and accuracy; 

 Fast spectra 

acquisition; 

 Low DL’s; 

 No sample 

handling 

 Analytical 

complexity; 

 Need a complete 

raw database of 

reference spectra; 

 

L 

ppb 

 

[~4000]c 

(Guo et al. 2018) 

(Wallace et al., 2018) 

( Masalaite et al., 2017) 

( Palozzi et al., 2016) 

(Salvador et al., 2016) 
(Timkovsky et al., 2015) 

(Holzinger et al., 2010) 
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discuss the most cited techniques in the literature for characterization of atmospheric particulate 

matter such as XPS, XRD, SIMS, SEM, SPEEM, PEEM, Raman, Mӧssbauer and AES. 

X-ray Photoelectron Spectroscopy (XPS) bombards the sample with X-rays, detecting the ejected 

inner-shell or core electrons (Bowsher and Nichols, 1990). XPS gives information about 

particulates’ outer surface and enables significant information concerning PM source (Gilham et 

al., 2008) as it allows the identification and relative concentration of elements and compounds 

including their chemical and electronic states of the core-ionized atoms (Corcoran et al., 2010; 

Papp and Steinrück, 2013; Qian et al., 2015). XPS is a non-destructive technique that requires no 

sample handling and has been used to identify (or quantify) light elements. Counterpointing other 

surface techniques like SIMS and SEM, XPS does not require a conductive surface, preserving the 

sample for later use. The classification of different functional carbon groups is another expressive 

feature. Some limiting features about XPS consist of the risk of thermal effects damage on the 

sample and the altering of atomic/molecular structures. In addition, it gives only information about 

the surface in order of 10 nm of depth. XPS presents slow acquisition and needs a complete 

database of reference spectra. Some difficulties in analysis of trace elements and chemical 

mapping of PM10 have been reported in the literature (Corcoran et al., 2010; Elmes and Gasparon, 

2017; Gilham et al., 2008; González et al., 2016; Guascito et al., 2015; Huang et al., 2017; Papp 

and Steinrück, 2013; Qian et al., 2015).  

X-ray Diffraction (XRD) is based on the principle that different crystalline structures in state solid 

materials diffract X-rays in different directions and intensities, allowing the identification of their 

crystal structure (Cienfuegos and Vaitsman, 2000). XRD is a non-destructive technique with high 

penetration power (in general up to 15µm) and negligible multiple scattering effects, which 

provides information about structural parameters. If the elemental composition is known, XRD 

can determine the fingerprint of the mineral (Chen, 1996; Choung et al., 2016; González et al., 

2016). XRD requires relative large amounts of sample (≥100mg), although the use of Synchrotron 

Radiation X-ray Diffraction (SR-XRD) can work around this limitation. If the chemical elements 

of some compounds are known, the advantage to use XRD as a structural characterization 

technique is that it is possible to identify, allotropic, amorphous and nanostructured compounds, 

as consequence, it is possible to correlate with the synthesis processes, natural or industrial. 

Several works have been reported the application of XRD in PM characterization aiming source 

apportionment (Ahmady-Birgani et al., 2015; Bernabé et al., 2005; González et al., 2016; Jancsek-

Turóczi et al., 2013; Satsangi and Yadav, 2014; Song et al., 2014).  
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Secondary Ion Mass Spectrometry (SIMS) is a surface technique in which secondary electrons, 

Auger electrons, photons, neutrons, and excited neutrals as well as positively and negatively 

charged secondary ions are formed if a surface is bombarded with a beam of positively charged 

primary ions (although only the secondary ions are detected by a mass spectrometer) (Janssens, 

2013). Two types of SIMS are used to characterize PM: the time-of-flight secondary ion mass 

spectrometer (ToF-SIMS) and the nanoscale secondary ion mass spectrometer (NanoSIMS), both 

with distinct characteristics related to the primary ion beam and mass detector (Huang et al., 2017). 

SIMS can provide qualitative images of the ions with high sensitivity and lateral resolution. Low 

DLs for all elements are acquired at ppb level, including measurements of isotopic ratios. The 

fragmentation mechanism of SIMS turns data interpretation difficult, requiring complex data 

analysis by multivariate methods. Matrix effects can also make it difficult for quantification 

(Amstalden van Hove et al., 2010; Huang et al., 2017; Qian et al., 2015; Seebauer and Barlaz, 

2016; Zhang et al., 2016).  

Scanning Electron Microscope Equipped with an Energy-Dispersive X-Ray (SEM-EDX) is an 

analytical technique widely used to provide combined information about the physical, 

morphological and chemical properties of solid-phase particles (Janssens, 2013; Sobanska et al., 

2003). SEM-EDX can provide information about mineralogical phases of individual particles, 

using small sample amounts. This is a common technique to use to infer PM sources (Cong et al., 

2008; Conner and Williams, 2004). Automated systems for individual particle analysis can reduce 

the operational costs. SEM-EDX can only provide semi-quantitative results, with loss of sensitivity 

for low-Z elements (Z < 11). Electrons lose intensity while traveling through air, so SEM-EDX 

systems usually are vacuum-based instruments. This is a problem for sample reuse, since vacuum 

may cause loss of semi-volatile species during analysis  (Bowsher and Nichols, 1990; Elmes and 

Gasparon, 2017; Pachauri et al., 2013; Qian et al., 2015).  

Scanning Photoelectron Microscopy (SPEM) and Photoemission Electron Microscopy (PEEM) 

are based on the interactions between specimen surfaces and photons from a light source. The 

result of that interaction is the emission of photoelectrons and subsequent analysis by a detector. 

Both techniques provide information about the chemical bonding and surface images using 

different analytical modes, including high spatial and energy resolutions that improve the quality 

of the information from the top few nm of the sample surface. The techniques can separate the 

imaging and chemical information and have an independent optimization of energy resolution. 

Only information from the top few nanometers of the sample is given and some analytical 

parameters are required like a high vacuum, sample flatness, and semi-conducting characteristics 

(Qian et al., 2015). 
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RAMAN is based on the inelastic scattering characteristic when a monochromatic beam of light 

passes through a medium or sample (Qian et al., 2015). RAMAN can give PM analytical 

information concerning the molecular, structural and electronic state of organic and inorganic 

species. The main features of RAMAN concern: (i) sample preservation (non-destructive 

technique) requiring no sample handling; (ii) easy operation and high spatial resolution. Although 

the low sensitivity demand for samples with high concentration; and (iii) complex data 

interpretation (Bumbrah and Sharma, 2016; Cardell and Guerra, 2016; Chou and Wang, 2017; 

Gredilla et al., 2016; Kudelski, 2008; Qian et al., 2015). 

Mössbauer spectrometry is element sensitive technique, however, is limited taken into account 

that the sample must present elements as Fe, Sn or In. This technique is based on the quantum 

mechanical “Mössbauer effect”, that establishes a non-intuitive link between nuclear and solid-

state physics, measuring the spectrum of energies at which specific nuclei absorb γ rays (Fe, Sn or 

In). This technique provides unique measurements of electronic, magnetic, and structural 

properties within materials, giving quantitative information on “hyperfine interactions,” which are 

small energies from the interaction between the nucleus and its neighboring electron. If more than 

one crystallographic phase is present in a material containing 57Fe or 119Sn, it is often possible to 

determine the phase fractions at least semi-quantitatively (Fultz, 2011). Mössbauer spectrometry 

is a widely used technique for the identifying iron compounds speciation in PM (Dedik et al., 1992; 

Elzinga et al., 2011; Harchand and Raj, 1993), including its quantification (Kopcewicz et al., 

2015). Mössbauer also gives information about the size distribution of iron-containing particles. 

Some features can limit the use of this technique, as it requires significant sample mass and long-

time measurements to obtain good spectra and it is usually used only for Fe content analysis 

(Kopcewicz et al., 2015).  

Auger Electron Spectroscopy (AES) is based on the bombardment of electron beams impinging 

on atomic, molecular or solid-state targets to investigate the electronic structure or to provide 

chemical maps of the surface of materials. AES is highly sensitive for Low-Z elements, although 

presents poor sensitivity for elements with Z > 35. AES is a valuable tool for the study of complex 

surfaces providing chemical maps. However, data is difficult to interpret because of the broad form 

of the Auger electron emissions (Bowsher and Nichols, 1990; Grekula et al., 1986; Taioli et al., 

2010).  
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3.2.4.1  Sample Preparation and Handling 

XPS, AES and Mössbauer techniques requires minimal sample preparation. In XPS and 

Mössbauer analysis, samples in powder or deposited on filters can be analysed directly in the 

instrument (Cheng et al., 2013; Gilham et al., 2008). AES requires that PM be pressed into a pellet 

(Theriault et al., 1975; Wieser et al., 1980). 

XRD requires minimal sample preparation. For powdered samples, particles need to be grinded to 

a size below 100 µm. As for samples placed in filters, no sample preparation is need. Nevertheless, 

filter/membrane composition is key to achieve optimal spectra. Silver membranes, cellulose esters 

membranes, and polyvinyl chloride membranes are the most suitable filters medium for analysis 

by XRD (Chow and Watson, 1998). 

Analysis by SIMS requires some preparation and handling. Filter composition can interfere with 

the analysis and a reasonable comprehension about the matrix effects must be considered when 

choosing filter medium. Insulating filters, as conductive filters, can be applied for ToF-SIMS 

equipped with an electronic flood gun without coating. This can preserve the sample for future 

analysis by other techniques. However, for analysis performed by NanoSIMS a thin layer layer of 

carbon, gold or platinum as pre-coating is required for insulating samples (Huang et al., 2017; 

Qian et al., 2015; Zhang et al., 2016). 

Typical sample preparation requirements for soils and powders consist of polished thin sections to 

be used in SEM analysis. Since the majority of PM is already collected in filters, polycarbonate 

and cellulose esthers membranes are the most recommended. In both cases, bulk or filter, a coating 

with a thin layer of gold or carbon is mandatory to avoid charging effects (Chow and Watson, 

1998; Pachauri et al., 2013; Qian et al., 2015). 

The main features of surface sensitive-based techniques are summarized in Table 5.  
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Table 5. Summary of the most used surface sensitive techniques for particulate matter characterization. 

Technique 
Analytical 

Information 
Advantages Disadvantages 

Time
a 

DL’s 

[Resol.]b  
Authors 

Principal Variants       

Surface 

Sensitive 
Analysis 

XPS 

Elemental 

Compounds  

(organic and 
inorganic);  

Electronic 

structure; 
Photoelectron 

images 

 Non-destructive;  

 No sample 

handling;  

 Chemical 

structure and 

bonding 

information;  

 Applied to light 

elements;  

 Classification of 

different 

functional carbon 
groups; 

 Does not require 

conductive 

surface. 

 Thermal effects 

can damage the 
sample and alter 

atomic/molecular 

structures;  

 Slow acquisition; 

 Only information 

about surface in 

order of 2 nm of 

depth;  

 Need a complete 

database of 
reference spectra;  

 Difficult in the 

analysis of trace 

elements and 

chemical mapping 
of PM<10µm. 

M 

0.1 atm%.  
 

[20-100 

eV] 

(Elmes and Gasparon, 
2017) 

(Huang et al., 2017) 

(González et al., 2016) 
(Guascito et al., 2015) 

(Qian et al., 2015) 

(Cheng et al., 2013) 
(Papp and Steinrück, 

2013) 

(Corcoran et al., 2010) 
(Gilham et al., 2008) 

(Bowsher and Nichols, 

1990)  

X-ray XRD 
Crystalline 

phase 

 Non-destructive; 

 Provide 

information 
about mineral 

composition;  

 High penetration 

power;  

 Negligible 

multiple 

scattering effects. 

 Relative large 

amount of sample; 

 Difficulty 

interpretation of 
data. 

M 

~1% 

 

[0.1-1 eV 
per step] 

(Choung et al., 2016) 
(González et al., 2016) 

(Chen, 1996) 

Surface 

Sensitive 
Analysis 

SIMS 

Image and 

spectral 
analysis of 

surfaces 

(organic and 
inorganic); 

Surface 

chemical 
reactions; 

 Qualitative 

imaging; 

 Detection of all 

elements in ppb 
level;  

 Measurements of 

isotopic ratios;  

 High sensitivity 

and lateral 
resolution. 

 Matrix effects 

make it difficult to 

quantify; 

 Require surface 

coating;  

 Complex data 

analysis by 

multivariate 
methods;  

 Intrinsically a 

destructive 

technique. 

M 

Sub-ppm 
 

[< 100 

nm] 

(Huang et al., 2017) 
(Seebauer and Barlaz, 

2016) 

(Zhang et al., 2016) 
(Qian et al., 2015) 

(Amstalden van Hove et 

al., 2010)   

Surface 
Sensitive 

Analysis 

SEM/ED

X  

Elemental 

Morphology 

 Characterization 

of mineralogical 

phases for 

individual 
particles;  

 Small sample 

amounts;  

 Automated 

system for 

individual 

particle analysis. 

 Limited surface 

information due to 

electrons 

penetration in 
order of µm;  

 Semi-quantitative 

analysis; 

 Loss of semi-

volatile species 

under vacuum; 

 Loss of sensitivity 

to low-Z elements 

(Z<11). 

M 

0.1 % 

 

[20 nm] 
[~150 eV] 

(Elmes and Gasparon, 

2017) 

(Huang et al., 2017) 
(Qian et al., 2015) 

(Pachauri et al., 2013) 

(Bowsher and Nichols, 
1990)  

Surface 

Sensitive 
Analysis 

SPEM 

Chemical 
bonding, 

surface 

images 

 High spatial 

resolution;  

 Separated 

imaging and 

chemical 

information; 

 Independent 

optimization of 
energy 

resolution. 

 Information only 

from the top few 

nm of the sample; 

 Need of high 

vacuum, sample 

flatness, semi-
conducting 

characteristics. 

L [0.2 e V] 
(Qian et al., 2015) 

(Abyaneh et al., 2011) 

Surface 

Sensitive 

Analysis 

PEEM 

Chemical 

bonding, 
surface 

images 

 Non-destructive, 

 High lateral 

resolution. 

 Information only 

from the top few 

nm pf the sample. 

L 
[40–100 

nm] 

(Qian et al., 2015) 

(Peles and Simon, 

2009) 
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a Time consuming: L (Low); M (Medium); H (High). 
b Typical values for DL’s and [resolution]. 

3.2.5 On-line Particle Analysis Techniques 

This analytical group comprehends techniques able to collect and measure PM and gases with a 

temporal resolution of less than 1 hour, providing a real-time chemical characterization of the 

atmosphere. On-line techniques provide high temporal resolution, although measurements at 

different locations can be a challenge due to logistics. The high costs of the instruments is also a 

limiting factor. 

Aerodyne Aerosol Mass Spectrometer (AMS) can quantify the mass distribution and chemical 

composition of volatile and semi-volatile fine PM with high time resolution and detection limits 

in the order of µg m-3 (Allan et al., 2003). Refractory PM components like soot, fly ash and metals 

are not detected in AMS systems, limiting its application to non-refractory compounds like sulfate, 

nitrate, ammonium, chloride, and organics. The principle of AMS is based on the thermal ultra-

high vacuum vaporization of PM and gases inside a tungsten vaporizer (400-600 ºC), followed by 

vapor molecules ionization by a 70 eV electron impact (EI) ionization source. Lastly, ions are 

quantified via mass spectrometry(Allan et al., 2004, 2003; DeCarlo et al., 2006; Elmes and 

Gasparon, 2017; Li et al., 2017). AMS is equipped with two detectors, a quadrupole (Q-AMS) and 

a Time-of-Flight (ToF-AMS), working alternately. In the MS mode, the average mass 

concentration of non-refractory species is determined, while in ToF mode the mass distribution 

associated with a specific chemical compound is monitored. The development of HR-ToF-AMS 

has improved the resolution allowing the separation of several ions from inorganic and organic 

species with the same nominal m/z (Allan et al., 2004, 2003; DeCarlo et al., 2006). 

Surface 

Sensitive 
Analysis 

RAMAN 

Molecular, 

structural and 

electronic  
(organic/inor

ganic) 

 Non-destructive; 

 No sample 

handling;  

 Easy operation;  

 High spatial 

resolution. 

 Low sensitivity;  

 Need of high 

concentration;  

 Difficulty 

interpretation of 

data for 

quantitative 
analysis. 

L 

Sub-ppm 
 

[2-10 cm-

1] 

(Chou and Wang, 2017) 

(Gredilla et al., 2016) 

(Cardell and Guerra, 

2016) 
(Bumbrah and Sharma, 

2016) 

(Kudelski, 2008)  

Surface 

Sensitive 

Analysis 

Mössbaue
r 

Chemical, 

structural, 
size, 

magnetic and 

time-
dependent 

properties 

 Provide 

information 

about the size 

distribution of 
iron-containing 

particles. 

 Significant sample 

mass is need;  

 Require long-time 

measurements for 

good spectra; 

 Must be used only 

for Fe, Sn and In 
content analysis. 

M --- 
(Kopcewicz et al., 

2015) 

Surface 

Sensitive 

Analysis 

AES 

Elemental, 

electronic 

structure, 

chemical 

maps 

 Sensitive for 

Low-Z elements;  

 Study of complex 

surface. 

 Data are difficult 

to interpret 

because of the 

broad form of the 

Auger electron 

emissions; 

 Poor sensitivity. 

M/H 
0.01-0.1 

atm% 

(Taioli et al., 2010) 
(Bowsher and Nichols, 

1990) 

(Grekula et al., 1986)  
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Single Particle Mass Spectrometers (SPMS) is based on particles’ desorption and ionization by 

laser vaporization (Elmes and Gasparon, 2017; Li et al., 2017), branching into several other 

techniques such as ATOFMS, PALMS, LAMPAS, RSMS, LIBS, NAMS, SPAMS, SPLAT. Due 

to the limited information available on these techniques, we will expand ATOFMS and PALMS 

in this review.  

Aerosol Time of Flight Mass Spectrometer (ATOFMS) is an SPMS variant technique employed 

to characterize the size and chemical composition of individual particles. ATOFMS is based on 

the desorption and ionization of fine PM (0.1 to 3 µm) through a narrow particle beam into a pulsed 

light scattering region. Particles velocity is determined by measuring the distance between two 

scattering lasers (Ar and He lasers) since velocity and size of the particles are directly related. A 

ToF analyzer separates the ions according to different m/z, generating a mass spectrum. ATOFMS 

provides qualitative information since laser ablation/ionization cause peaks intensity to vary 

greatly from shot to shot, not corresponding to the compound mass. Nevertheless, the particle 

number is a quantitative information (Elmes and Gasparon, 2017; Li et al., 2016; Monkhouse, 

2011; Prather et al., 1994; Rodríguez et al., 2012). 

Particle Analysis by Laser Mass Spectrometry (PALMS) provides a positive or negative mass 

spectrum for individual particles larger than about 200 nm in diameter. Particles are introduced to 

PALMS via a nozzle under high vacuum, where they cross a He-Ne laser beam. When particles 

reach the He-Ne laser beam, scattered lights triggers an excimer laser that shoots on the particles 

and start molecules’ desorption and ionization. A ToF detector analyzes and generates the ion 

spectrum (Murphy and Thomson, 1995). PALMS has been used to characterize mercury in the PM 

and mineral composition of dust (Gallavardin et al., 2008; Murphy et al., 2006). 

Several variant techniques derived from SPMS are described in the literature like LAMPAS, 

RSMS, LIBS, NAMS, SPAMS, SPLAT, and others. Few sources of information about these 

techniques are found in the literature. However some discussion can be found in the works 

presented by Li et al., (2017), Elmes and Gasparon (2017), Rodríguez e al., (2012), Monkhouse 

(2011), and Nash (2006). 

The main features of surface sensitive-based techniques are summarized in Table 6.  
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Table 6. Summary of the most used on-line particle analysis techniques for particulate matter 

characterization. 

 

3.3 Outlook 

There are myriad techniques available to analyze solid-particulate matter. A thorough search of 

the literature can provide information on the latest instruments and techniques used in disciplines 

as varied as atmospheric sciences, soil sciences, geosciences, medicine, among others. Cutting-

edge research continues pushing the techniques further with the development of new detectors, 

sampling methods and hyphenated techniques. Laboratories are normally limited to the in-house 

available techniques, but there is always a question about which is the best analytical technique to 

properly characterize a specific sample for a specific experimental work. Experienced lab users 

know that there is not an easy and definitive answer. 

 This review shows ICP-MS as the most used technique for metallic characterization of 

atmospheric PM, although the application of EDXRF has increased along last two decades, driven 

Technique 
Analytical 

Information 
Advantages Disadvantages 

Time
a 

DL’s 

[Resol.]b  
Authors 

Principal Variants       

AMS Q-AMS 

Nº particles 

Mass 
Organics 

Ions 

 
 

 High mass 

resolution; 

 Low DL’s. 

 Destructive; 

 Limited to non- 

refractory 

compounds; 

 High cost; 

 Complexity in 
operation and 
maintenance. 

 Incomplete mass 
spectra; 

L --- 

(Li et al., 2017) 

(Elmes and Gasparon, 

2017) (DeCarlo et al., 
2006) 

(Allan et al., 2004, 2003) 

3.AMS 
ToF-

AMS 

Nº particles 

Mass 

Organics 
Ions 

 

 High mass 

resolution; 

 Low DL’s. 

 Destructive; 

 Limited to non- 

refractory 

compounds; 

 High cost; 

 Complexity in 
operation and 
maintenance. 

 Incomplete mass 
spectra; 

L --- 

(Li et al., 2017) 

(Elmes and Gasparon, 

2017) (DeCarlo et al., 
2006) 

(Allan et al., 2004, 2003) 

SPMS ATOFMS 

Nº particles 

Mass  
Organics 

Ions 

Metals 
 

 Real-time size 
and chemical 
composition; 

 Capabilities 
from 100 nm 
to 3 µm; 

 Applied for 

refractory and 

non-refractory 
compounds. 

 Destructive; 

 Expensive; 

 Complicated data 

processing; 
 

L 
Not 

Applied 

(Elmes and Gasparon, 

2017) (Li et al., 2016) 

(Rodríguez et al., 2012) 
(Monkhouse, 2011) 

(Prather et al., 1994) 

SPMS PAMLS 

Metal 

Ions 

Biomass 
burning 

particles 

 Capabilities 
from 150 nm 
to 3 µm; 

 Applied for 

refractory and 
non-refractory 

compounds. 

 Destructive; 

 Expensive; 

 Qualitative 

information 

L 
[40 

m/Δm] 

(Elmes and Gasparon, 

2017) (Gallavardin et al., 
2008) (Murphy et al., 

2006) 

(Murphy and Thomson, 
1995) 
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mainly by easy operation and low cost, surpassing, since 2003, the number of studies using PIXE. 

Among all techniques applied for the characterization of metallic composition of atmospheric PM, 

X-ray based techniques show themselves as a useful tool, preserving samples for future replicates 

and reducing the risk of contamination due to minimal manipulation. At last decades, the organic 

characterization of PM-bond hydrocarbons is still dominated by chromatographic techniques, 

mainly GC-MS, preferred over liquid chromatography. No great changes in methodologies and 

techniques were realized in this field, expected by the advent of mass spectrometers. However, the 

development of thermal desorber units coupled to GC-MS has improved the sample preparation 

step, requiring no extraction processes, minimizing the risk of contaminations and loss of 

compounds, with similar statistical assurance to classical extraction methods such as Soxhlet or 

microwave digestion. PTR-MS has shown a new trend and efficient alternative for PM organic 

speciation, with both low DL’s and high resolution. Information about the chemical structure of a 

shallow layer of solid surfaces can be achieved by surface analysis techniques such as XPS, XRD, 

SIMS, SEM, SPEEM, PEEM, Raman, Mӧssbauer and AES. For a thorough information about PM 

composition, XRD shows better features when compared with the others techniques. XRD, 

especially SR-XRD, can give a structural characterization enabling to identify, allotropic, 

amorphous and nanostructured compounds, as consequence, it is possible to correlate that 

information with the synthesis processes, being natural or industrial. 

Since the 1990s, real-time measurements techniques have developed and presents new trends in 

PM characterization. AMS and SPMS based techniques have shown promising developments 

when applied to PM characterization. Currently, instrumental high costs are the main barrier to the 

application and expansion of this analytical group. 

Off-line and On-line techniques are not mutually excluding but rather complementary in nature. 

On-line techniques show an improvement in PM characterization providing a quick (1 hour or 

less) and valuable information about the overall chemical composition of the atmosphere, 

important for local and regular air quality monitoring. However, when more information is 

necessary, like electronic state or crystal phase of the particles, off-line sampling instruments are 

able to collect several milligrams of particles for analysis. In addition, many off-line techniques 

are non-destructive, allowing the use of the same sample to analysis by other techniques. 

Therefore, as it happened with off-line techniques, the dissemination and development of on-line 

techniques can decrease the cost of the instruments, making the combined use of both, on-line and 

off-line, techniques feasible for a better understanding of local air pollution. 
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The specific choice among all techniques depends on the access to the available facilities, the costs 

associated with the acquisition of equipment, sampling and measuring time, among others 

considerations. Possibly, one of the most important parameters is the support of experienced and 

well trained technical support. We propose an analytical guide map in order to provide a guideline 

in the choice of the most appropriated technique for a given analytical information. 

For this work, the investigation of the state-of-the-art allowed the construction of a decision tree 

(pg. 25) in which three analytical techniques were considered as the best-fit techniques for the 

purpose of this work, the Energy Dispersive X-ray Fluorescence (EDXRF), Synchrotron Resonant 

X-ray Diffraction (RSr-XRD) and the Gas Chromatography coupled to Mass Spectrometer (GC-

MS). A detailed description of the fundaments of these techniques are shown below. 

3.4 Fundaments of Analytical Techniques Applied in this Work 

3.4.1 Energy Dispersive X-ray Fluorescence (EDXRF) 

The X-ray are constituted of short wave electromagnetic radiation, between the ultraviolet and the 

gamma rays. The X-ray generation is achieved by the deceleration of high-energy electrons or the 

transition of electrons from the inner atoms orbitals and have a characteristic wavelength in the 

order of 10-5 Å to 100 Å. However, in conventional X-ray spectroscopy they do not vary from 0.1 

Å to 25 Å (Cienfuegos and Vaitsman, 2000). 

 

Figure 2. Energy transfer in the atom inner shell. Fluorescence principle. 

In X-ray fluorescence, when atoms of a sample are excited by bombardment of high-energy 

electrons, or by primary X-ray, electrons are ejected from the innermost layers, creating in these 

atoms gaps in one or more orbitals, converting the atom into ions. The absorption of X-rays 

produces electronically excited ions that tend to return to their fundamental states, involving the 

transition of electrons from higher energy levels. This transition of electrons from outermost 
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orbitals as a way to return the ion to its ground state is characterized by the emission of secondary 

X-ray with characteristic wavelength for each element, in a process denominated fluorescence as 

shown in Figure 2 (Cienfuegos and Vaitsman, 2000; Holler et al., 2009). 

Each of the orbits corresponds to different energy levels, and the energy difference between the 

initial and final orbitals during the transition of the electrons is defined as the energy of the 

fluorescent photon (E). The energy (E) can be calculated by Equation 1, 



hc
E                                                                               (1) 

Where, h is the Planck constant; c is the speed of light; and λ is the characteristic wavelength of 

each element. 

The spectra of the X-ray line are products of the electronic transitions that occur in the innermost 

atoms orbitals. The higher energy K series is produced when high energy electrons collide on the 

electrons of the orbitals near the nucleus, removing them and resulting in the formation of excited 

ions, in which they emit X radiation at the moment the outer electrons of the orbital jump to the 

empty orbital (Holler et al., 2009). The energy needed to eject an electron must be slightly larger 

than the emitted X-ray line itself, since the emission involves transitions of an electron of a higher 

energy level of the ion. The redistribution of the orbital electrons produces characteristic 

radiations, dependent on the original and final orbit, as shown in Figure 3. 

 

Figure 3. Energy levels diagram in the transition of electrons during X-ray production. Source. Adapted 

from Holler et al, 2009. 
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When fluorescence is generated by an X-ray tube, the operating voltage must be sufficient for the 

wavelength of the radiation is less than the absorption edge of the element whose spectrum must 

to be excited, as described by Equation 2. 



4,12
)( keVE                                                                      (2) 

Where, the value 12.4 is a numerical constant. 

X-Ray Fluorescence (XRF) is one of the techniques of X-ray spectrometry, while the EDXRF 

technique is one of the variant techniques of X-ray fluorescence. 

 

3.4.2 X-ray Diffractrometry (XRD) 

Crystalline materials diffract the X-rays in different directions and intensities, allowing the 

identification of their crystalline structure (Cienfuegos and Vaitsman, 2000). When X-rays colide 

on a material, the electrical vector of the incident radiation interacts with the electrons of the 

material producing a scattering, and a constructive or destructive interference may occur between 

the scattered rays. The interference is dependent on the distance between the spread centers and 

the wavelength number. When the difference between the scattering centers corresponds to an 

integer number of the wavelengths, there is a wave-in-phase scattering in which both mutually 

reinforce in a constructive interference called diffraction, as shown in Figure 4 (Cienfuegos e 

Vaitsman, 2000; Holler et al., 2009; Callister, 2009).  

 

Figure 4. Diagram of (a) constructive and (b) destructive interference between waves. Source: Adapted 

from Callister (2009). 

Focusing an X-ray beam on the surface of a crystal at an angle θ, a share of the beam is spread by 

the layer of atoms on the surface, the other non-scattered share goes to the next layer (or plane) of 

atoms, where part of the beam is spread, and so on. The Bragg’s Law can be derived from a simple 

crystal with an atom at each point of a crystalline lattice, as shown in Figure 5. 
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Figure 5. X-rays Diffraction on a plane of atoms. Source: Adapted from Callister (2009). 

According to Hammond (2010), the distance between the waves scattered by the atoms of an 

adjacent crystalline plane (hkl) of interplanar spacing, dhkl, is given by Equation 3. 

 sendsendsendQTSQ hklhklhkl 2)(                                         (3) 

Therefore, for constructive interference, (SQ + QT) is equal to nλ, so (3) can be expressed by the 

Bragg equation (4), 

 sendn hkl2                                                                (4) 

Where, n is the order of diffraction, which must be an integer number. 

X-rays will only be in phase if the angle of incidence satisfies the condition. For all other angles, 

there will be destructive interference (Holler et al., 2009). 

The interplanar distance, dhkl, is a function of the Miller indices (k, k and l) and lattice parameters 

(Equation 5), 

222 lkh

a
dhkl


                                                            (5) 

Where, a is the lattice parameter (edge length) of the unit cell. 

 

3.4.3 Gas Cromatography coupled to Mass Spectrometer 

Gas chromatography technique is based on the elution of the compounds present in a sample. After 

vaporization, the sample is introduced into a stream of gas (mobile phase) and the compounds are 
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forced by the gas through a column (stationary phase) by continuous action of the mobile phase, 

which results in a differential migration of these components, as shown in Figure 6 (Collins, 2011). 

 

Figure 6. Scheme of different solutes migration through a column at different times, t1 and t2. Source: 

Adapted from Holler et al., (2009). 

The compounds elution efficiency in a chromatographic column depends on the average velocity 

at which the solute migrates along the column, which in turn depends on the fraction of time the 

solute remains in the mobile phase, being lower for strongly retained solutes in the stationary 

phase, and higher when the solute has greater retention in the mobile phase. The velocity is a 

function of the distribution constants, Kc, for the reactions between the solutes and the mobile and 

stationary phases (Holler et al., 2009). 

For low concentrations, the distribution constant Kc is given by Equation 6. 

MM

SS
c

Vn

Vn
K                                                                   (6) 

Where: nS and nM are the number of moles of the analyte in the stationary and mobile phases, 

respectively; and VS and VM are the volumes of the two phases.  

However, Kc is not easily measured, and the concept of retention time, tR, which is a function of 

Kc, is usually employed. Equations 7 and 8, respectively, give the linear mean velocity of solute 

migration across the column in cm.s-1 and the linear velocity of the mobile phase. 

Rt

L
                                                                       (7) 

Mt

L
u                                                                        (8) 
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Where: L is the length of the column filling; tR is the retention time; and tM is the empty time, 

which represents the time for a non-retained compound in the stationary phase to reach the 

detector. 

Relating the rate of migration of the solute   with its distribution constant as a function of the 

linear velocity in the mobile phase, the retention factor, KA, can be found by Equation 9. 

M

MR
A

t

tt
K


                                                                 (9) 

According to Hoffmann and Stroobant (2007), the mass spectrometry principle consists in the 

ionization of compounds in the gas phase, with the production of a molecular ion (Equation 10). 

  eMeM 2                                                       (10) 

Where: M represents a generic molecule. 

The molecular ion is a radical that has the same molecular mass as the original molecule. Each ion 

formed from the molecular ion fragmentation can undergo successive fragmentations, being 

separated in the mass spectrometer according to its mass-charge ratio and detected as a function 

of its abundance. The production of molecular ions begins with the collision between molecules 

of the analyte and energetic electrons. The collision generates an excited state of the molecule, and 

its relaxation occurs by the fragmentation of the molecular ion into lower mass ions, as exemplified 

in the Figure 7 (Hoffmann e Stroobant, 2007; Holler et al., 2009).   

 

Figure 7. Mass spectrum of ethylbenzene. Source: Adapted from Holler et al., (2009). 

Mass analyzers have the function of separating the generated ions in the sources in function of 

their mass-charge (m/z) for further determination. There are several types of mass analyzers on 

the market, each with a technique or principle used in the generation of fields for the ions 

separation. Among the market-available mass analyzers, quadrupole analyzer is a device that uses 
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the stability of trajectory in oscillating electric fields to separate ions according to their 

mass/charge. Quadrupoles are composed of four rods of hyperbolic section, perfectly parallel. A 

positive ion entering the space between the rods will be drive to the negative rod. If the potential 

difference stabilizes before the ion discharges into the rod, it will change its direction and proceed 

to the detector, as shown in Figure 8. 

 

Figure 8. Scheme of a quadrupole analyzer. Source: Adapted from Kurt J. Lesker Company, 2016. Aviable 

at: http://www.lesker.com/newweb/technical_info/vacuumtech/rga_01_howrgaworks.cfm. 
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4. METHODOLOGY 

 

4.1 Site Description 

The Region of Greater Vitoria (RGV), state of Espírito Santo, southeast of Brazil (Figure 9), has 

a population of approximately 1.6 million inhabitants (IBGE, 2010). The RGV is a metropolitan 

urban-industrialized region with 717,000 vehicles and 88 industries registered as potential sources 

of air pollution (DENATRAN, 2018; IEMA/Ecosoft, 2011).  

 
Figure 9. Region of Greater Vitória (RGV) (IJSN, 2017). 

Among the industrial emissions, the mining and steel industries present the largest emissions of 

particulate matter and they are positioned very close together (E1 to E8 in Figure 12a). Steel 

production (7.5 million ton/year) causes emissions of approximately 150 kg h-1 de PM10 and 90 kg 

h-1 de PM2.5 from blast furnaces and steelmaking, coke ovens, sintering (stacks) and stockpiles. 

Mining production has an annual capacity of 332.4 million tons of iron ore and 36.7 million tons 



62 

 

of iron pellets, emitting approximately 330 kg h-1 of PM10 and 150 kg h-1 of PM2.5 from pelletizing 

furnaces (stacks) and stockpiles (IEMA/Ecosoft, 2011). The RGV has a port complex constituted 

by 8 terminals daily handling, charging and discharging iron ore, iron pellets, coal and others. 

 

4.2 Climatology and Meteorology of the Region 

The RGV climatological normal between 1961 and 1990 shows a short variability in the 

temperature of the region, ranging from 18.8 ºC in July to 31.6 ºC in February, with average value 

of 24.2 ºC. The RGV has climatological annual precipitation of 1252.3 mm. RGV shows two 

distinct periods, the dry period that occurs on winter (June to September), in which September is 

the drier month with precipitation of 40.3 mm, and the rainy period on summer (December to 

March) in which December has the largest precipitation with value of 175.8 mm (INMET, 2017). 

During the sampling period, the total precipitation was 635 mm in which November was the 

rainiest period (280 mm) and January the drier period (57 mm). The sampling period had an 

irregular behavior compared to the climatological normal. Relative humidity show an average of 

76% with maximum of 91% and minimum of 62% (Figure 10). Meteorological data was measured 

(average of 1h) by the  surface meteorological station (SBVT) located in the airport of Vitória, ES, 

Brazil (WMS1 in Fig. 1a) and supplied by the Centro de Previsão de Tempo e Estudos Climáticos 

(CPTEC, 2017). The data was downloaded between October 18, 2016 and March 15, 2017. 

 

Figure 10. Times series during the sampling period (Octrober 2016 to March 2017) for precipitation (Solid 

columns) and relative humidity (dashed line). Source: Adapted from CPTEC (2018). 

The wind pattern of RGV show prevailing winds from northeast (NE) quadrant with pronounced 

frequency of northwest (NW) winds in the months between January and March (Figure 11). The 

wind roses were generated by WRPLOT software (Lakes Environmental, Canada). The wind rose 
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for the first sampling period (October to December) used 1,536 observations and the wind rose for 

the second sampling period (January to March) used 1,416 observations. 

   

 

October 2016 November 2016 December 2016  

    

   
 

January 2017 February 2017 March 2017  

    
Figure 11. Wind roses (monthly) for the sampling period. Source: Adapted from CPTEC (2018) using 

WRPlot View. Available at: https://www.weblakes.com/products/wrplot/index.html. 

 

4.3 Sampling Location 

Settleable particulate (SP), total suspended particulate (TSP), PM less than 10 µm (PM10) and PM 

less than 2.5 µm (PM2.5) samples were collected at two sampling sites: M1 - Enseada do Suá 

(20°18′48.0′′S; 40°17′26.7′′W), and M2 - Ilha do Boi (20°18'39.39"S; 40°16'38.51"W) (Fig. 12a). 

Both sampling sites are directly influenced by emissions from E1-E7 due to the prevailing winds 

in RGV are from the Northeast (NE) quadrant, as shown in Figures 12c, and 12d. 

230 samples were collected between October 2016 and March 2017. In 2016, from October 18 to 

December 21, 3 samples of SP, 33 samples of TSP, 33 samples of PM10, and 33 samples of PM2.5 

were collected at M1. In 2017, from January 16 to March 15, 3 samples of SP, 30 samples of TSP, 

30 samples of PM10 and 30 samples of PM2.5 were collected at M2. 48 hour samples were collected 

by 6 Mini-Vol TAS samplers (Airmetrics, USA) operating at 5 L min-1. All samples were collected 

on 47 mm PTFE filters (Whatman Inc, USA) previously equilibrated at a relative humidity 

between 30% and 40% (± 5%)  and at a temperature between 20ºC and 23ºC (± 2ºC )  for at least 

24 hours (Chow and Watson, 1998) (Figure 13b). 
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Legend:  Main industries in RGV 

 Sampling sites in RGV 

  Main traffic roads in RGV 
            Road works 

Figure 12. (a) Sampling sites locations and the main industrial sources, (b) main point and diffuse sources 

and (c) main traffic roads in RGV, (d) wind rose for the 1st campaign, (e) wind rose for the 2nd campaign, 

and (f) sampling sites. Adapted from Google earth, IEMA/Ecosoft (2011) and CPTEC (2017). 

 

4.4 Instrumental Analysis 

PM mass was determined gravimetrically. All filters were weighed in a microbalance model 

MSE6.6S (Sartorius, Germany), with a resolution of 0.001 mg, equipped with an ionizing blower 

model Stat-Fan YIB01-0UR (Sartorius, Germany) (Figure 13a).  

(f) 
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Figure 13. (a) Microbalance Sartorius MSE6.6S; (b) desiccator. 

PM elemental analysis was determined by an Energy Dispersive X-ray Fluorescence Spectrometer 

(EDXRF) model EDX-720 (Shimadzu, Japan) (Figure 14). All samples were measured without 

any sample handling under vacuum (Galvão et al., 2018). EDXRF measurements were performed 

using a rhodium X-ray tube, 15-50 kV, resolution of 150 eV, 1000 (auto) µA, 1000 seconds of 

integration by channel and a Si(Li) detector. Blanks were also analyzed to evaluate analytical bias. 

The quantification was performed by calibration curves made by analysis of 47 certified reference 

materials (CRM) ranging from low-Z to high-Z elements (Na to Rg) deposited on thin mylar 

membranes with concentrations ranging from 40.3 to 58.8 µg cm-2 (Micromatter, USA).  

 

Figure 14. EDX-720 (Shimadzu Corp. Japan). Laboratório de Poluição do Ar – UFES. 

PAHs analysis was conducted by gas chromatography model Clarus 680 coupled to mass 

spectrometer model Clarus 600T (PerkinElmer, USA) (Figure 15a, b). The GC-MS is equipped 

with a thermal desorber unit (TD) model TurboMatrix 300 (PerkinElmer, USA) (Figure 15b) 

allowing the direct introduction of the quartz filters into the system for thermal desorption without 

any solvent extraction (Falkovich and Rudich, 2001; Ho et al., 2008; van Drooge et al., 2009; 

Grandesso et al., 2013).  

(a) (b) 
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Figure 15. (a) Mass Spectrometer; (b) Gas Chromatograph; (c) Thermal Desorber. Laboratório de Poluição 

do Ar – UFES. 

The GC-MS-TD system is equipped with a Elite-5MS column, 30 m 𝑥 0,25 mm id 𝑥  0,25 µm df 

(PerkinElmer, USA), and helium 6.0 as carrier gas at a flow of 1 mL min-1. Prior to analysis, a half 

of quartz filters were cut and introduced into glass liners (90 mm x 4 mm id) previous cleaned at 

350 ºC for 3 hours under He stream of 20 mL min-1. 16 priority PAHs were thermal desorbed at a 

temperature of 350 ºC for 7 min under a He stream of 60 mL min-1, pre-concentrated at -20 ºC in 

a trap glass tube filled with Tenax and heated at a rate of 100 ºC s-1 injecting splitless into the 

capillary column for analysis. The oven ramp was initially set at 40 ºC for 1 min, followed by a 

first ramp of 15 ºC min-1 to 210 ºC and a second ramp of 8ºC min-1 to 320 ºC and held for 10 min. 

The detection was set in MS Scan mode (40 to 400 m/z). 

Resonant X-ray diffraction (RSr-XRD) analysis was performed at the Laboratório Nacional de 

Luz Synchrotron (LNLS – Campinas, Brasil) (Figure 16). UVX-LNLS is a second-generation 

synchrotron source with 93.2 m of diameter that operates with the energy of 1.37 GeV, delivering 

approximately 4 × 1010 photons s-1 at 8 keV at the sample position. The injection system includes 

a 120 MeV linear accelerator and a Booster of 500 MeV, which operates with a current beam of 

250 mA in decay-mode (Figure 17a). RSr-XRD analysis was performed at XRD1 Beam Line, an 

exclusive line dedicated to diffraction analysis in hard X-ray band of 5.5 to 14 KeV (Carvalho et 

al., 2017). XRD1 is equipped with a 3-circle powder diffractometer (Newport®, USA) and an 

MYTHEN 24K detector (Dectris®, USA) (Figure 17b). 
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Figure 16. UVX-LNLS - Second-generation synchrotron source at the Laboratório Nacional de Luz 

Synchrotron (LNLS – Campinas, Brasil). 

  

Figure 17. LNLS - XRD1 Beam Line dedicated to diffraction analysis in hard X-ray band of 5.5 to 14 KeV. 

Prior to RSr-XRD analysis, all samples were transferred to a capillary tube with dimensions of 1.2 

mm x 75 mm (Perfecta Lab, Brazil) demanded by Synchrotron machine specification (Figure 18). 

RSr-XRD technique was applied setting the XRD1 beam line energy in two distinct sets, 7.0 keV 

(1.77108 Å), energy close to the X-ray absorption edge of Fe (7.112 keV, 1.7433 Å), and 6.5 keV 

(1.90741 Å) far from the X-ray absorption edge of Fe. This technique aimed the improve the 

scattering of the crystal phases, avoiding the absorption of X-rays, and increasing the intensity and 

resolution of the peaks (Ferreira et al., 2008) (See discussion in Section S2 – Appendix B). Initially 

was used the energy of E1 = 6.5 keV (1.90741 Å), which is far from the absorption edge of the 

iron, E = 7.112 keV (1.7433 Å), maximizing scattering of iron phases. A second energy E2 = 7.0 

keV (1.77108 Å), close to the energy’s edge of the iron, for improvements in scattering signal of 

compounds like Mn, Ti, Cr, and Ca. This adjustment allowed the evaluation of difference of X-

(a) (b) 
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ray patterns associated with compounds containing iron, in which improved signals were obtained 

using the energy of 6.5 keV (Fig. S3 in Appendix B). All samples were measured 5 times for 400 

s to obtain average spectra.  

 

Figure 18. PM samples into capillary tubes for RSr-XRD analysis. 

RSr-XRD spectra were assessed by the Savitzky-Golay method, using 5 points and a polynomial 

order of 2, to improve the signal-to-noise ratio, especially for PM2.5 samples. Peak parameters: 2θ 

angle, peak height, FWHM, and peak area for all spectra were then determined using the Fityk 

software, version 0.9.8 (Wojdyr, 2010). All 2θ angles were recalculated as the interplanar distance 

in angstrom (Å). Finally, PDF-2 software (JCPDS-ICDD) was used to determine the crystalline 

phases. 

4.5 PM Source Apportionment 

Source apportionment analysis was performed using USEPA PMF v5 software. From the 34 

inorganic chemical species analyzed by EDXRF and TOC, 25 species were used in the PMF 

modeling. 9 species (Cd,  Hg, Mo, Nb, Pb, Rb, Se, Y, and Zr) were weighted as “bad” due to low 

frequency in samples. All chemical species with S/N of less than 0.5 were also weighted as “bad”. 

All uncertainties were calculated as recommended by USEPA PMF user guide (Norris et al., 

2014). Initially, 5 to 10 factors were tested. An evaluation of the Q values and scaled residuals 

parameters show an optimum value of 7 factors for PM10 at M1 and 5 factors for all other runs. 

Local source profiles reported by Santos et al. (2017) were used as input data to run the constrain 

mode.
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5. Results and Discussion 

In this section will be show the results about the PM chemical and physical characterization, and 

the apportionment of the sources. The PM mass concentration is shown in the section 5.1. In the 

section 5.2, the results about the elemental analysis are discussed. This section is an important 

content for the following sections. Section 5.3 shows the source apportionment results by PMF 

model using both organic and inorganic markers associated to their directionalities. The content 

of this section was written as an article and submitted to the Science of the Total Environment 

Journal on July 13, 2018. The section 5.4 shows the results about crystalline markers of sources 

found by RSr-XRD technique. The content of this section was submitted to the Chemosphere 

Journal on June 15, 2018. In the section 5.5, the quantification of the crystalline phases analyzed 

by RSr-XRD are associated with the corresponding sources as an additional information for the 

interpretation of the results by PMF model.  

5.1 PM10 and PM2.5 Mass Concentration – Gravimetrical Analysis 

Figure 19 shows the mass pollutant roses of PM10 and PM2.5 at M1 and M2 stations. At M1, PM10 

presents higher mass concentration associated to North-northwest (NNW) wind direction with a 

value of 31.6 µg m-3, followed by Northeast winds (NE) with a value of 28.6 µg m-3 (Figure 10a), 

whereas at M2, higher PM10 mass concentration (40.0 µg m-3) is found to be associated to North-

northeast (NNE) winds (Figure 19b). The findings suggest that M1 is mostly influenced by PM10 

emissions from Northwest (NW) and NE quadrants of RGV, whereas M2 is predominantly 

influenced by emission from sources located in the NE quadrant. This suggest that M1 is major 

affected by PM10 emitted from industrial and vehicular/resuspension sources, while M2 is 

predominantly affected by PM10 emissions from the industrial park. The WHO air quality 

guidelines states a limit of 50 µg m-3 for PM10 - 24-hour mean (WHO, 2005). 

Higher PM2.5 mass concentrations were found at M1 associated to NNW winds (14.9 µg m-3), and 

East (E) winds (11 µg m-3) (Figure 19c). NW of M1 is the main traffic roads in RGV, and E of M1 

is the sea (Atlantic Ocean). At M2, PM2.5 and PM10 show similar behavior, with higher mass 

concentration associated to NNE winds. Results show that PM2.5 mass concentration at M1 is 

highly influenced by sources from NW quadrant (vehicular/resuspension), and from the east (Sea), 

while PM2.5 at M2 is more influenced by emission from NE quadrant. The WHO air quality 

guidelines state a limit of 25 µg m-3 for PM2.5 - 24-hour mean (WHO, 2005). 
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(a) PM10 at M1 (Oct to Dec 2016) (b) PM10 at M2 (Jan to Mar 2017) 

  

  
(c) PM2.5 at M1 (Oct to Dec 2016) (d) PM2.5 at M2 (Jan to Mar 2017) 

Figure 19. Pollutant roses of: (a) PM10 at M1; (b) PM10 at M2; (c) PM2.5 at M1; and (d) PM2.5 at M2. 

 

5.2 Elemental Analysis 

Table 7 shows the quantitative analysis of TSP, PM10, and PM2.5 at M2 and M1. Cl, Na, Fe, S, EC, 

and OC are the most abundant at both stations. At M2, Cl and Na concentrations are higher than 

at M1, probably due to the closest proximity to the sea. However, the Cl/Na ratio ranges from 3.5 

to 5.6 at both M1 and M2 suggesting contributions from other sources, in addition to sea salt. Iron 

concentration is higher at M1 than at M2, although the contribution in mass is not disparate 

between the two stations (Figure 19). This can be associated with the highest influence of sea salt 

at M2 which is approximately 2 times greater than at M1, lowering the contribution of Fe at M2. 

At M2, Fe concentration in TSP and PM10 is about 2 and 1.5 times lower than at M1. The exception 

is for PM2.5, in which Fe and S are almost double (factor of 1.7) at M2 compared to M1, this is 

likely due to the secondary PM2.5 formation. The correlation of these two elements suggest Fe-

bound SO4
−2 species, justifying the higher Fe content in the PM2.5 at M2. Previous studies suggest 

that mining, steel production, port and vehicular activities can be associated with the iron in the 

atmosphere (Choi et al., 2013; Y. Guo et al., 2017; Karnae and John, 2011; Tauler et al., 2009).  
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Aluminum (Al), Silicon (Si), Potassium (K), Calcium (Ca), and Magnesium (Mg) was determined 

to be the second most abundant elemental grouping. M1 shows greater concentrations than M2 of 

those elements, that are often associated with crustal sources (Choi et al. 2013; Gildemeister et al., 

2007). RGV is almost fully paved having a reduced number of gravel roads, a large working site 

(2 km of wastewater gallery and repaving) located at 1.2 km NW from M1/M2 that was operating 

during the sampling period. 

Several trace elements were found in TSP, PM10, and PM2.5. Titanium (Ti) shows greater 

concentration at M1 than at M2. Ti is an element frequently associated as a crustal marker (Cheng 

et al., 2015; Tecer et al., 2012). Some markers of vehicular sources like Ba and Cu (Kotchenruther, 

2016; Schauer et al., 2006), and P (Ivošević et al., 2015; Cohen et al. 2010) are more abundant at 

M1 than at M2. Industrial markers like Manganese (Mn), Molybdenum (Mo), Chromium (Cr), and 

Nickel (Ni) (Duan and Tan, 2013; Tauler et al., 2009) are present in greater concentrations at M2 

compared to M1, while Cd is present only at M2. 

Table 7. Average concentration (µg m-3) of elemental analysis by X-ray fluorescence of PM10 and PM2.5 at 

M1 and M2, including the standard deviation (µg m-3) and the respective limits of detection. 

Element 
PM10 - M1 PM10 - M2 PM2.5 - M1 PM2.5 - M2  DL's 

Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev.   

 µg m-3 

Cl 4.448 2.310 7.784 2.940 1.252 0.935 1.852 0.989  0.074 

EC 2.141 0.975 1.174 0.683 1.334 0.739 0.832 0.533  0.120 

OC 1.734 1.244 1.311 0.826 1.157 1.097 1.150 1.189  0.095 

Na 0.798 0.250 2.105 0.673 0.298 0.071 0.544 0.197  0.013 

Fe 0.954 0.402 0.699 0.429 0.145 0.053 0.247 0.514  0.003 

S 0.916 0.233 1.651 0.405 0.640 0.184 1.046 0.500  0.105 

Al 0.137 0.062 0.103 0.060 0.026 0.011 0.037 0.055  0.010 

Si 0.384 0.186 0.287 0.162 0.064 0.028 0.106 0.172  0.006 

K 0.138 0.063 0.202 0.089 0.095 0.070 0.101 0.111  0.019 

Ca 0.347 0.178 0.317 0.177 0.074 0.103 0.086 0.198  0.010 

Mg 0.094 0.029 0.242 0.078 0.030 0.009 0.084 0.082  0.007 

Mn 0.012 0.004 0.008 0.003 0.001 0.000 0.005 0.004  0.003 

Ag 0.052 0.039 0.046 0.019 0.032 0.017 0.036 0.019  0.011 

Ba 0.050 0.011 0.044 0.017 0.019 0.029 0.018 0.001  0.021 

Br 0.006 0.002 0.013 0.007 0.005 0.003 0.008 0.008  0.037 

Cu 0.016 0.007 0.007 0.005 0.013 0.008 0.006 0.004  0.003 

Ce 0.000 0.000 0.005 0.008 0.006 0.014 0.003 0.001  0.003 

Cr 0.014 0.004 0.018 0.008 0.001 0.003 0.011 0.012  0.003 

Cs 0.045 0.023 0.021 0.005 0.042 0.005 0.063 0.020  0.037 

I 0.005 0.000 0.013 0.004 0.005 0.002 0.006 0.002  0.019 

Ir 0.000 0.000 0.004 0.002 0.003 0.009 0.008 0.010   

La 0.000 0.000 0.005 0.001 0.018 0.005 0.000 0.000  0.013 

Ni 0.003 0.000 0.005 0.000 0.004 0.002 0.007 0.004  0.003 

P 0.049 0.017 0.092 0.052 0.027 0.011 0.053 0.039  0.009 

Pd 0.012 0.006 0.008 0.003 0.012 0.010 0.011 0.003  0.001 

Sn 0.044 0.015 0.067 0.019 0.000 0.000 0.061 0.010  0.020 

Sb 0.041 0.011 0.093 0.044 0.048 0.017 0.120 0.091  0.097 

Sr 0.006 0.004 0.009 0.003 0.006 0.002 0.006 0.004  0.003 

Ti 0.024 0.009 0.014 0.008 0.009 0.005 0.027 0.030  0.004 

V 0.010 0.008 0.000 0.000 0.006 0.008 0.006 0.004  0.005 

Zn 0.017 0.008 0.009 0.004 0.009 0.004 0.010 0.009  0.006 
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Results in Table 8 show EC concentrations ranging from 0.8 to 2.1 µg m-3, and OC concentrations 

ranging from 1.15 to 1.7 µg m-3 in both PM2.5 and PM10. EC concentrations reported in this study 

for RGV are lower than those previously found in other Brazilian cities, such as São Paulo (10.6 

µg m-3), Rio de Janeiro (3.4 µg m-3), Curitiba (4.4 µg m-3), and Porto Alegre (3.9 µg m-3) (de 

Miranda et al., 2012), which have larger area and population than RGV (IBGE, 2010). EC and OC 

are reported as markers of vehicular sources and typical values of EC/OC ratio range from 0.04 to 

0.4 (Contini et al., 2016, 2014; Karnae and John, 2011; Zou et al., 2017), however, in RGV the 

EC/OC ratio is 1.1 (PM10) and 0.9 (PM2.5). These values are significantly higher than in other cities 

(Table 1), suggesting that an additional and significant source of EC is present in the region. EC 

is reported predominantly to be associated with fossil-fuels (Szidat et al., 2004; Viana et al., 

2008a). In RGV two major sources that are associated with the use of fossil fuels are: vehicular 

(yellow lines in Figure 12a,c) and a coke plant (E4b and E6 in Figure 12a).  

Table 8. Comparative instrumental analysis results (µg m-3) between this and previous works. 

City PM Fe EC OC EC/OC Reference 

  Concentration in µg m-3   

GVR (Brazil) 
PM10 0.7 - 0.95 1.2 - 2.1 1.3 - 1.7 1.10 

This study 
PM2.5 0.15 - 0.25 0.8 - 1.3 1.15 – 1.16 0.91 

São Paulo (Brazil) 
PM10 NA NA NA  

de Miranda et al., 2012 
PM2.5 0.13 7.1 NA  

Rio de Janeiro (Brazil) 
PM10 0.28 - 0.68 NA NA  Godoy et al., 2009; 

de Miranda et al., 2012 PM2.5 0.06 - 0.15 2.3 NA  

Belo Horizonte (Brazil) 
PM10 NA NA NA  

de Miranda et al., 2012 
PM2.5 0.11 3.4 NA  

Porto Alegre (Brazil) 
PM10 0.06 - 0.63 NA NA  Braga et al., 2005; 

de Miranda et al., 2012 PM2.5 0.06 2.6 NA  

Donguan PRD (China) 
PM10 NA NA NA  

Zou et al., 2017 
PM2.5 NA 4.1 11.1  

Civitavecchia (Italy) 
PM10 0.2 - 0.38 0.4 - 1.0 2.7 - 3.6 0.22 

Contini et al., 2016 
PM2.5 NA NA NA  

Incheon (Korea) 
PM10 NA NA NA  

Choi et al., 2013 
PM2.5 0.71 1.79 8.04 0.22 

Texas (USA) 
PM10 NA NA NA  

Karnae & John 2011 
PM2.5 0.22 0.24 2.02 0.12 

NA – Not Available 

Fe shows concentrations ranging from 0.7 µg m-3 to 0.95 µg m-3 in PM10, and concentrations 

ranging from 0.15 µg m-3 to 0.25 µg m-3 in PM2.5 (Table 7). The average Fe concentration observed 

in RGV is larger compared to other urbanized Brazilian cities such as São Paulo (de Miranda et 

al., 2012), Belo Horizonte (de Miranda et al., 2012), Rio de Janeiro  (de Miranda et al., 2012; 

Godoy et al., 2009) and Porto Alegre (Braga et al., 2005) (Table 8). Further discussion on the 

influence of the directionality of the EC, OC and Fe pollutant roses, and their association with the 

most likely sources in RGV is found in Appendix C. 
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5.3 Inorganic and Organic Markers for the Apportionment of Highly Correlated 

Sources of Particulate Matter  

Positive Matrix Factorization (PMF) is a receptor model based on the decomposition of a matrix 

Xij of speciated data into two matrices: factor contributions Gik, and factor profiles Fik (Norris et 

al., 2014). Factor profiles needs the interpretation by the user, usually made by the association of 

chemical markers into each PMF factor with a source. It is a subjective process that can lead to 

incorrect interpretations. For example, iron (Fe) is reported as a marker of industrial (Song et al., 

2006; Tauler et al., 2009), vehicular sources (Viana et al., 2008; Karnae and John, 2011) and 

crustal sources (Gildemeister et al., 2007; J. Wang et al., 2016; Niu et al., 2016). Elemental carbon 

(EC) and organic carbon (OC) are reported as markers of vehicular sources (Cheng et al., 2015; 

Owoade et al., 2016). However, the same species are also used as markers of biomass combustion 

(Kotchenruther, 2016), and coal burning (Vossler et al., 2016).  

In order to improve the PMF outcomes reducing the uncertainty, a few authors have used both 

organic and inorganic markers to interpret the PMF factors resulting in improved analysis (Choi 

et al., 2015; Dutton et al., 2010; Qadir et al., 2014; Vossler et al., 2016; Wang et al., 2015). Some 

PAHs species such as Fluoranthene (Flt), Pyrene (Pyr), Benzo[a]anthracene (BaA), and Chrysene 

(Chr) are reported as diesel vehicular markers (Wu et al., 2014). Benzo[b,k]fluoranthene (BbkF), 

Benzo[a]pyrene (BaP), and Benzo[g,h,i]perylene (BghiP) are often used as markers for gasoline 

vehicular emissions (Devos et al., 2006). Industrial PAHs emissions come from several process 

(Niu et al., 2017). Some PAHs species such as Pyr and Flt are reported as biomass burning markers 

(Venkataraman and Friedlander, 1994), while fluorene (Flu), Naphtalene (Nap), Phenanthrene 

(Phe), Flt, and Pyr is associated to coke oven source (Dat and Chang, 2017; Zhou et al., 2014). 

Iron and steel industries also show organic markers associated to specific process. Nap is reported 

as the major organic marker of steelmaking. Nap, Phe, and Acenaphthylene (Acy) as markers of 

iron pellet plants, while Chr, BghiP, Dibenzo[ah]anthracene (DahA), BaA, Flu, Pyr, Nap, Phe, and 

BbkF are markers of sinter plants (Y. Guo et al., 2017). Despite the benefits of using organic 

markers in the interpretation of PMF factors, some uncertainty still relies on the source 

apportionment due to similarity on the PAHs profiles. Therefore, in urban and industrialized 

regions with several sources, the designation of markers without the knowledge of the directional 

pattern of the chemical species and their associated sources before the interpretation of PMF 

factors can lead to data misinterpretation. 

This section proposes to combine the use of chemical markers with pollutant roses in order to state 

the directionality of chemical species, thereby linking them to specific sources and associating the 
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PMF factors numbers with the sources. This combined approach aims to minimize the risk of 

misinterpretation of the data and unexplained factors. 

5.3.1 Source Apportionment (Factors Interpretation) 

All PMF factors were associated to existing sources using organic and inorganic markers 

suggested in the literature and the pollutant roses produced from EDXRF results and 

meteorological data. If the use of organic and inorganic markers was not enough to eliminate the 

ambiguity in interpreting some of the factors, then the directionality of the chemical makers was 

used as a tool to improve their association to specific sources. A review of the literature including 

the main chemical species used in the interpretation of PMF factors can be found in the 

Supplementary Material (Table S3 – Appendix C). 

5.1.1.1 - PM2.5 at M1 

Factor 1 – Sintering (stacks): This factor shows high loadings of Cl, Nap, and BbF, and moderates 

loadings of Pyr, and Chr (Figure 20a), all constituents in the sintering chemical profile as reported 

by Tsai et al. (2007) and Hleis et al. (2013). Cl is also reported as sea salt marker (Viana et al., 

2008), nevertheless, this factor shows a Cl/Na ratio greater than 1.54, which is the value reported 

for fresh sea salt (Cohen et al., 2011). It suggest an additional source of Cl in the region. The 

pollutant rose shows large Cl concentration associated with NNE winds (Figure 21a). In addition, 

the absence of Fe is a characteristic of sintering profiles (Y. Guo et al., 2017; Santos et al., 2017). 

Factor 2 – Pelletizing Furnaces (stacks): Figure 20b shows high loadings of Acy, Phe and Flu, and 

moderate loading of Fe. These organic markers are reported as constituents of pelletizing furnaces 

profiles (Y. Guo et al., 2017). Despite the fact that Phe and Flu are also reported as coke ovens 

and sintering markers (Dat and Chang, 2017; Zhou et al., 2014), the absence of EC and OC (coke 

oven markers), and the moderate loading of Fe (not found in sintering) exclude this possibility. Fe 

is also reported as marker of crustal (Gildemeister et al., 2007) and vehicular sources (Viana et al., 

2008), nevertheless, pollutant rose shows large concentrations associated with winds blowing from 

the direction of the pelletizing and steel industries (Figure 21b).  

Factor 3 – Coke Ovens (stacks): High loadings of EC, S, and Flt associate this factor with coke 

ovens (Figure 20c). The pollutant rose shows large concentrations of EC associated with both 

NorthWest (NW) and South-Southeast (SSE) winds, which would point to vehicular sources 

(Figure 21c). However, the absence of OC in this factor, and the high concentration of Flt associate 
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specifically with East-Northeast winds (ENE) (Figure 21c) suggest this factor as coke oven 

emissions. 

  

  

  

   

Figure 20. Source apportionment of PM2.5 at M1 by PMF. 

Factor 4 – Mixed: Resuspension and Industrial stacks (Filterable PM2.5): Zn, Fe, Al and Si have 

the major loadings in this factor (Figure 20d). Fe, Al, Si and Zn are reported as markers of 

crustal/road traffic, vehicular and industrial sources (Viana et al., 2008; Kotchenruther, 2016; 

Owoade et al., 2016). In addition, Zn is present in chemical profiles from steelmaking, blast 

furnaces, coke oven and pelletizing furnaces (Yang et al., 2015; Guo et al., 2017). The pollutant 

rose (Figure 21d) shows large Al and Si and moderate Fe and Zn concentrations associated with 

winds blowing from NW and SE quadrants, suggesting a diffusive source due to the non-

directionality of the markers. This pattern associated with the chemical characteristics the likely 

source is the resuspension of silt deposited on roads by the vehicles. Besides, high loading of Zn 

and Fe (Figure 20d) and their large concentrations associated with NE winds (Figure 21d), suggest 

an additional contribution from the stacks in the industrial plants, which seems to be a 

generalization of the factors 2 and 3. However, the absence of organic loadings suggests that this 

factor may be constituted by the filterable portion of stack emissions (solid/liquid phase), whereas 

the factors 2 and 3 are major constituted by both filterable and condensable portions, respectively, 

Legend:  

Concentration of species (grey bars); 

Contribution of species (red dots). 
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solid/liquid and gas phases (Corio and Sherwell, 2000; Yang et al., 2015). Indeed, this factor can 

also be mostly associated with emissions by the stacks in blast furnaces and steelmaking processes 

as discussed in section 5.1.1.3 comparing PM2.5 source apportionment at both M1 and M2 sampling 

sites. However, it is not possible separate the contributions of resuspension from industrial, and 

only the study of the iron crystalline phases (reduced or oxidized) could properly answer it. 

Factor 5 – Biomass Burning: Figure 20e shows high loading of Cl and K, both reported as markers 

of sintering and biomass burning (Choi et al., 2013; Y. Guo et al., 2017). Despite the fact that the 

pollutant roses show large concentrations of both species associated with winds from the sinter 

plant direction (Figure 21e), the absence of major organic sintering markers such as Nap, Pyr, Chr, 

BbF and BaP disqualify this factor as a sintering representative.  

(a) Factor 1 – Sintering (stacks) 

Cl Nap BbF Pyr 

    
    

(b) Factor 2 – Pelletizing furnaces (stacks) (c) Factor 3 – Coke oven (stacks) 

Fe Acy Flu EC Flt 

     
     

(d) Factor 4 - Mixed: Resuspension and Industrial stacks (Filterable 

PM2.5) 
(e) Factor 5 – Biomass Burning 

Zn Fe Al Si Cl K 

      
      

(f) Factor 6 – Vehicular Exhaust (g) Factor 7 – Oil Combustion (Ships) 

OC BkF BaP V Cu Pyr 

      

Figure 21. Pollutant roses of PM2.5 at M1 (Elemental, EC and OC in µg m-3; PAHs in pg m-3). 
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Factor 6 – Vehicular Exhaust: In this factor high loadings of OC and EC, and moderate loadings 

of P, BkF and BaP suggest vehicular exhaust as the likely source (Figure 20f). P is not reported as 

a marker of vehicular exhaust, although, its presence is reported as a content of lubricating oil and 

diesel exhaust (Cheng et al., 2015; Ivošević et al., 2015). OC, EC, BkF and BaP are reported as 

markers of gasoline vehicular sources (Devos et al., 2006), and the directionality of these species 

show large concentrations associated with WNW winds (Figure 21f), location of the most intense 

traffic roads in RGV (Figure 12a,c). 

Factor 7 – Oil Combustion (ships): In this factor high loading of V, Cu and Pyr dominates, 

followed by Ant and Ace (Figure 20g). V and Cu are well-known markers of oil combustion and 

lubricating additive (Ivošević et al., 2015; F. Wang et al., 2016). Cu is also reported to be 

associated with crustal, vehicular and industrial sources (Duan and Tan, 2013; Owoade et al., 

2015). However, the pollutant roses show large concentration of both, V and Cu, associated with 

NE and E winds (Figure 21g), suggesting oil combustion from port terminals as the likely source. 

5.1.1.2 - PM2.5 at M2 

Factor 1 – Sintering (stacks): This factor shows high loadings of BghiP, Chr, Nap and BaA, and 

moderate loading of Cl (Figure 22a), all species found in the sintering chemical profile (Y. Guo et 

al., 2017). BghiP, Chr and BaA are also reported as vehicular markers (Devos et al., 2006; Wu et 

al., 2014), nevertheless, the pollutant roses (Figure 23a) shows large concentrations of these 

species associated with N winds. In addition, low OC loading excludes vehicular contributions.  

Factor 2 – Pelletizing furnaces (stacks): Figure 22b shows high content of Fe, Flu and Phe, markers 

associated with pelletizing furnace emissions (Y. Guo et al., 2017). These species are also reported 

as sintering (Y. Guo et al., 2017) and coke oven markers (Zhou et al., 2014), however, large content 

of Fe and low contents of both Cl and EC strongly suggest pelletizing furnaces as a factor from 

PMF results. 

Factor 3 – Coke oven (stacks): This factor shows high loadings of EC and S, and moderate loadings 

of Nap, Flu and Pyr (Figure 22c) species reported as coal burning markers (Dat and Chang, 2017; 

Zou et al., 2017). EC and Pyr are also reported as vehicular markers (Martuzevicius et al., 2011; 

Viana et al., 2008a), nevertheless, the pollutant roses show large concentration of EC and Pyr 

associated with winds blowing from the coke plant direction (Figure 23c). 
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Figure 22. Source apportionment of PM2.5 at M2 by PMF. 

Factor 4 – Mixed: Resuspension and Industrial stacks (Filterable PM2.5): High loadings of Fe, Al 

and Si, and the virtual absence of PAHs (Figure 22d) indicates this factor as a mixed of 

resuspension and filterable particles emitted from industrial processes such as steelmaking and 

blast furnaces (Detailed discussion in section 5.1.1.1 – Factor 4). Fe, Al and Si are reported as 

crustal/road traffic markers (Harrison and Smith, 1992; Viana et al., 2008). Despite the pollutant 

roses shows Fe and Al mainly associated with N winds, location of the industrial plants, lower 

concentrations associated with winds rom S to NW are present suggesting a diffusive contribution 

likely by resuspension (Figure 23d). As discussed in section 5.1.1.1, in fact this factor can also be 

associated with other potential sources of (Fe,Zn)-rich filterable particles such as blast furnaces 

and steelmaking. 

Factor 5 – Biomass Burning: This factor shows high loading of K, and moderate to low contents 

of organic species (Figure 22e). Among the organic species, Acenaphthene (Ace) shows large 

loading followed by Nap. Despite the presence of these species in sintering profiles, a significant 

contribution comes from locations not associated with sintering (Figure 23d). In addition, Cl, the 

major marker of sintering profiles is absent, confirming biomass burning as the likely source. 

 

Legend:  

Concentration of species (grey bars); 

Contribution of species (red dots). 
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(a) Factor 1 – Sintering (stacks) (b) Factor 2 – Pelletizing furnaces (stacks) 

Cl BghiP Chr Fe Flu  Phe 

      
      

(c)    Factor 3 - Coke oven (stacks) (d)   Factor 4 – Industrial stacks (Filterable PM2.5) 

EC Pyr Fe Al 

    
    

(e) Factor 5 - Biomass Burning (f) Factor 6 - Vehicular Exhaust 
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(g) Factor 7 - Sea Salt 
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Figure 23. Pollutant roses of PM2.5 at M2 (Elemental, EC and OC in µg m-3; PAHs in pg m-3). 

Factor 6 – Vehicular Exhaust: High loading of OC and EC, and moderate loadings of BbF and 

BghiP characterize this factor (Figure 22f). The pollutant roses (Figure 23e) shows large OC 

concentrations associated with S winds (opposite location of the pelletizing and steel industries) 

and large BbF concentration associated with WNW winds. Despite the large concentration of 

BghiP associated with N winds, approximately a half is associated with WNW winds (location of 

the main traffic roads).  

Factor 7 – Sea Salt: Figure 22g shows high loading of Cl and Na. The pollutant roses (Figure 23g) 

show large concentration of both species associated with sea breezes (S to E quadrant). 

5.1.1.3 - PM2.5  Source Apportionment  

Figure 24 shows the source apportionment of PM2.5 at M1 and M2. Despite the proximity between 

M1 and M2 (less than 1.5 km, Fig. 12a), significant differences in the source apportionment were 
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found. Sintering contributions prevail at M2 compared to M1 (25% to 2%), and the large difference 

can be explained by the large concentrations of sintering markers such as Cl, Nap, Pyr, Flu, Chr, 

BbF, BaA, BghiP at M2. Cl and PAHs concentrations at M2 are approximately 1.5 and 4.5 times 

larger than at M1, respectively (Tables S1 and S2 – Appendix C). Pelletizing furnaces 

contributions is doubled at M2 compared with M1 (20% to 12%). At M2, Fe, Phe and Flu, the 

major pelletizing markers are respectively 1.7, 6.9, and 7.3 times greater than at M1. Significant 

difference between the contributions of mixed resuspension and industrial (Filterable PM2.5) at M1 

and M2 is shown in Fig. 24a (26%), and 24b (3%). The likely explanation is the greater influence 

of intense traffic surrounding M1, whereas at M2 there is only local traffic by residents. In addition, 

at M2 greater concentration of PAHs in gas phase are increasing the portion of condensable PM2.5 

in the factors Sintering, Pelletizing furnaces and Coke oven. Lower concentration of PAHs in 

PM2.5 at M1 is an indicative that filterable particles in solid/liquid phase prevails, which increase 

the filterable PM2.5 portion (solid phase), lowering the contributions of condensable phases of 

PM2.5 from Sintering, Pelletizing furnaces and Coke oven stacks. Figures 24a, and 24b show no 

significant difference in the contributions of Coke ovens and Biomass Burning. Vehicular Exhaust 

contributes with 24% of PM2.5 mass at M1, while at M2, only 3% of PM2.5 mass is associated to 

vehicular source. Intense vehicular traffic roads surround M1, whereas M2 has only local traffic. 

Sea Salt shows great contribution in PM2.5 mass at M2, which is located on the seashore. Although 

M1 is also close to the sea, PMF was not able to separate any factor associated with sea salt, even 

by setting PMF runs with more factors. 

(a) PM2.5 at M1 (b) PM2.5 at M2 

  

Figure 24. Source apportionment of PM2.5 by PMF at M1 and M2 sampling sites. 

Pelletizing and steel industry (E1 to E7 in Fig. 12a) explain 69% and 66% of the total mass, 

respectively at M2 and M1. At M1 (Fig. 24a), sintering and coke oven (steel industry) explain 27% 

and pelletizing furnaces (mining company) explains 12% of the total mass. Pelletizing furnaces 

and coke oven (Filterable PM2.5), which can also include all kinds of sources emitting Fe-rich 

filterable particles from both, pelletizing and steel industries explains 26% of the total mass. 

Vehicular exhaust explains 24% and 3% of the total mass, respectively at M1 and M2. At M2 (Fig. 

24b), sintering and coke oven (steel industry) explain 46% of the total mass, while pelletizing 
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furnaces explains 20%. The findings suggest M2 is more affected by PM2.5 emissions from 

sintering, coke ovens and pelletizing furnaces than M1, whereas M1 is more affected by emissions 

from factor 4 (Industrial stacks - Filterable PM2.5), which suggest that in fact other sources such as 

blast furnaces and steelmaking are likely the major contributors of the factor 4. 

Despite the proximity of M1 with the sea, the PMF was not able to identify and separate this factor, 

inputting large loadings of Cl in the sintering stacks and biomass burning factors. Even for greater 

number of factors the PMF was not able to separate a factor with large loading of Cl and Na 

associating it with sea salt. 

5.1.1.4 - PM10  Source Apportionment 

Figure 25 shows the source apportionment of PM10 at M1 and M2, and the factors associated with 

the sources are shown in Figures S4 and S5 (Section S3 in Appendix C). Figures 25a, and 25b 

show no significant difference in the contributions of sintering at M1 and M2, respectively 8% and 

5%. However, Figures 24b and 25b show discrepant difference at M2 in the PM2.5 and PM10 

contributions of sintering, respectively 25% and 5%. This behavior is likely associated to the major 

portion of PAHs (>95%) adsorbed onto PM2.5 (Table S2 in Appendix C), increasing the 

contribution of the PM2.5 condensable fraction emitted from sintering stacks. The same pattern is 

shown for pelletizing furnaces (Figures 24b and 25b). At M2 a significant contribution of 

Industrial Stockpiles is shown, a factor not identified at M1. This factor shows high loadings of 

Fe, S, Ca, Mg, Zn, and low loadings of PAHs, suggesting a mix of industrial process such as 

handling and storage of iron ore and granulated pellet and sinter, activities associated with both 

pelletizing and steel industries. The main sources of those products in the RGV are E2, E3 and E5 

(Figure 12a). The finding suggest that M2 is more affected by PM10 emitted from granulated iron 

ore, sinter and pellets handling and stockpiles than M1, whereas M1 is more susceptible to the 

emissions from vehicles (25%) than M2 (6%). 

At M1 (Figure 25a), vehicular exhaust explains 25% of the total mass. Industrial activities explain 

47% of the total mass, in which 26% are explicated by sintering and coke oven (steel industry), 

and 21% by pelletizing (pelletizing industry). At M2 (Figure 25b), industrial processes explain 

65% of the total mass. Sintering and coke oven, and pelletizing explain, respectively, 18% and 5% 

of the total mass. Handling and storage of granulated products such as iron ore, pellet and sinter 

explain 42% of the total mass at M2. Therefore, M2 is more susceptible to emissions from these 

two industries than M1, mainly by emissions from handling and storage of products, although M1 

is major affected by emissions from stacks than M2. The contribution of handling and storage of 
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Fe-rich products was only identified in PM10 source apportionment. This finding is consistent with 

the Inventory of Atmospheric Emissions of RGV (IEMA/Ecosoft, 2011), which reported that the 

PM2.5/TSP emission ratio from the mining and steel industries is approximately 13%, while 

PM10/TSP emission ratio ranges from 26% to 46%. Due to the high similarity among those sources 

showing products with high content of Fe and Ca, PMF model was not able to properly identify 

their contributions individually. According to the Inventory of Atmospheric Emissions of RGV 

(IEMA/Ecosoft, 2011), approximately 83 kg h-1 of PM10 is emitted by processes of handling and 

stockpiles (iron ore and pellets) in the mining and pelletizing industry. In the steel industry, the 

handling and storage of iron ore and fluxes is responsible for the emission of approximately 1 kg 

h-1 of PM10.  

(a) PM10 at M1 (b) PM10 at M2 

  

Figure 25. Source apportionment of PM10 by PMF at M1 and M2 sampling sites. 

 

5.4 The Determination of Markers for Iron-Rich Particles by Resonant 

Synchrotron X-Ray Diffraction 

Several approaches have been adopted to minimize the influence of collinearity over the results 

by receptor models (Blanchard et al., 2012; Roy et al. 2011; Wittig and Allen 2008b), including 

hybrid models coupling Principal Component Analysis (PCA) and Multi Linear Regression 

(MLR) into the iteration process of the CMB model (Shi et al., 2014b, 2009; Watson et al., 2002). 

Despite showing better results, hybrid model predictions still present high error and bias when 

sources are highly correlated and previous studies have shown that only the identification of source 

specific markers can improve the source apportionment modeling (Ivey et al., 2017; Y. Zhang et 

al., 2017). 

Past studies have reported the inclusion of elemental species as markers for source apportionment 

studies. However, some of those chemical elements cannot be inferred as a specific marker of a 

single source. For example, iron is often documented as a tracer for different sources like industrial 
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(Flament et al., 2008; Y. Guo et al., 2017; Tecer et al., 2012), crustal (Niu et al., 2016; F. Wang et 

al., 2016), and vehicular (Achad et al., 2014; Thorpe and Harrison, 2008). Elemental Carbon (EC) 

and Organic Carbon (OC) are mainly used as vehicular tracers (Owoade et al., 2015; Yin et al., 

2010), although can also be attributed to biomass burning (Karnae and John, 2011; Zou et al., 

2017), and industrial emissions (J. Guo et al., 2017). Chlorine (Cl) and Sodium (Na) are related to 

contributions of sea salt (J. Wang et al. 2013; Louie et al. 2005), however Cl is also reported as 

constituting of biomass burning and sintering process (Cha and Spiegel, 2004; Y. Guo et al., 2017). 

EC, OC, and Sulfur (S) as Sulfate (SO4
−2) are described as contributions from biomass burning, 

industrial coal and sinter plants (Amodio et al., 2013; H. Guo et al., 2009; Y. Guo et al., 2017; 

Zeng et al., 2013), and as secondary SO4
−2 aerosols (H Guo et al., 2009; Zou et al., 2017). In this 

context is often difficult to identify chemical elemental species as a marker of a single source. 

This study hypothesis proposes that the identification of specific crystalline phases can act as 

markers of specific sources, particularly peaks without any overlapping, since different sources 

are associated to a specific pressure and temperature conditions, influencing in the crystalline 

phases. In this context, the work aims to present a new approach to define specific markers that 

contribute to PM accurate source apportionment. A comprehensive identification of crystalline 

phases of Total suspended particulate matter (TSP), particulate matter less than 10 µm (PM10) and 

fine particulate matter less than 2.5 µm (PM2.5) were assessed in the RGV using Resonant 

Synchrotron X-ray diffraction (RSr-XRD) to characterize the different crystalline phases and 

enables the differentiation of sources (i.e. industrial and vehicular). 

5.4.1 Resonant Synchrotron X-Ray Diffraction (RSr-XRD) Analysis 

RSr-XRD results only refer to TSP samples, since the diffraction peaks were easier to identify due 

to its intensity. However, Tables S1 and S2, and Fig. S4 (Section S5 in Appendix B) describe each 

marker and correspondent intensity in PM10 and PM2.5. 

5.4.1.1 - α-Fe2O3  Marker  

Hematite (α-Fe2O3) was found at both M1 and M2 in all sample classes (Tables S2 and S3 in 

Appendix B). RSr-XRD spectra of the samples show two distinct peaks that appear with similar 

intensities at interplanar distances of 1.4861 Å, and 1.4535 Å, peaks that are associated with 

hematite (α-Fe2O3) (PDF#33-664 card in Figure 17e). Those peaks have no overlapping with any 

other compound in PM, therefore, can be used as a specific marker of α-Fe2O3 in PM. Figure 26 

shows the RSr-XRD spectra of the TSP samples at M1 and M2.  



84 

 

At M1, the TSP RSr-XRD spectra showed α-Fe2O3 associated with prevailing winds from the 

north (N) (Fig. 26a), but also to prevailing winds from the south-southeast (SSE) (Figure 26b). 

However, there was a significant difference in the intensities of the peaks 1.4861 Å and 1.4535 Å, 

showing a dependence of the α-Fe2O3 transported according to wind direction. Figure 26a depicts 

the RSr-XRD spectra relative to PM originating from the northeast (NE), where an identical α-

Fe2O3 X-ray powder diffraction pattern can be observed (PDF#33-664). The area and intensities 

of the NE samples’ peaks are approximately 5 times great than in samples from the SSE (Figure 

26b). Indeed, Figure 26b shows SSE PM diffraction patterns with noise prevalence, but with yet 

perceptible α-Fe2O3 peaks and, therefore, quantifiable.  

M1 M2 

  

 
Figure 26. RSr-XRD spectra: (a) TSP sample at M1 associated with N winds; (b) TSP sample at M1 

associated with SSE winds; (c) TSP sample at M2 associated with NE winds; (d) TSP sample at M2 

associated with S winds; (e) α-Fe2O3 X-ray powder diffraction pattern. 

At M2, RSr-XRD spectra also show 3 times greater α-Fe2O3 peak intensities (1.4861 Å and 1.4535 

Å) associated with prevailing winds from the N (Figure 26c) and lower intensity associated to 

prevailing winds from the south (S) (Figure 26d). 
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α-Fe2O3 shows distinct signatures in PM spectra with concentrations 2 times greater when 

associated with NE winds, suggesting the significant contribution of sources located NE of RGV 

(Figure 12). As discussed previously, Fe as a tracer was associated with industrial activities (Y. 

Guo et al., 2017; Moreno et al., 2006; Tecer et al., 2012), the sources located NE of the sampling 

points in the RGV (Figure 12). The mining and steel industries are the prevailing activity at the 

industrial complex in this location, in which iron ore is the main raw material for pellets and sinter 

production (de Souza et al., 2000, 1998; Fabris et al., 1997; Muwanguzi et al., 2012). Since α-

Fe2O3 is the major component in iron ores, pellets, and sinter, therefore the peaks (1.4861 Å and 

1.4535 Å) can be used as a specific marker of α-Fe2O3 in PM associated to iron ore storage piles, 

sintering, and pelletizing plants. 

In the RGV, large amounts of iron ore are handled for the production of pellets (Sources E1-E3, 

Figure 12) and sinter (Source E5). Between the 4th trimester of 2016 and the 1st trimester of 2017 

(overlapping this study sampling period), the mining company produced and transported by 

railroad about 101 million tons of iron ore from Minas Gerais state (Vale, 2017a, 2016) to the 

Tubarão complex at RGV. The same mining company operates a pelletizing with a nominal 

production capacity of 36.7 million tons per year (Vale, 2017b), and the steel company has a sinter 

plant with capacity of 6.5 million tons per year. 

5.4.1.2 - Metallic Fe Marker 

Metallic Fe was found at both M1 and M2 in TSP, PM10, and PM2.5 samples. RSr-XRD results 

show that metallic Fe is characterized by the presence of at least two major peaks at distances of 

1.84 Å and 1.97 Å (PDF#34-529 in Figure 27f). Despite peak overlap at 1.84 Å by α-Fe2O3, the 

peak 1.97 Å shows no overlapping with any other compound and its presence, together with the 

peak at 1.84 Å, can be attributed to metallic Fe in PM – indicting a potentially good marker 

candidate.  

As with α-Fe2O3 (Section 5.4.1.1), metallic Fe detection depends on wind direction especially at 

M1 (Fig. 27a, b, c). Although peaks in PM associated with East-Northeast (ENE) winds show 

distinct intensities (Figure 27a), PM associated to Northwest (NW) winds (Figure 27b) shows a 

peak at 1.84 Å, the peak 1.97 is too low with noise abundance. This suggests a negligible 

contribution of metallic Fe from sources North-West (NW) of RGV. In Figure 27c, no signal is 

observed at 1.84 Å nor at 1.97 Å, indicating the absence of metallic Fe sources located to SSE of 

RGV. The results suggest a predominant contribution of metallic Fe from sources located in the 

NE quadrant of RGV in PM and lower contribution from sources located at NW. 
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At M2, metallic Fe is not present neither in samples associated with NE winds (Figure 27d) nor S 

winds (Figure 27e). In fact, there are no peaks at 1.84 Å and at 1.97 Å at M2, and the absence of 

those peaks suggest that M2 is not affected by sources of metallic Fe (Figures 27d, and e). At M2, 

metallic Fe is not present neither in samples associated with NE winds (Figure 27d) nor S winds 

(Figure 27e). 

M1 M2 

 

 

 
 

 

 

 

Figure 27. RSr-XRD spectra: (a) TSP sample at M1 associated with ENE winds; (b) TSP sample at M1 

associated with NW winds; (c) TSP sample at M1 associated with SSE winds; (d) TSP sample at M2 

associated with NE winds; (e) TSP sample at M2 associated with S winds; (f) Metallic Fe X-ray powder 

diffraction pattern. 

Figure 27 also suggests the predominant contributions of metallic Fe are from sources located to 

the ENE of M1, but the same PM sources do not affect M2, at least at concentrations that can be 

detected by RSr-XRD. Metallic Fe is a product of the reduction of sinter or pellets in blast furnaces 

(Strezov, 2006; Tugrul et al., 2009), and its presence is also found in steelmaking units. Located 

NE of RGV, a steel company (consisting of 3 blast furnaces and 3 steelmaking) with a nominal 

production capacity of 7.5 million tons of steel per year, which are the most likely sources of 

metallic Fe in PM associated with the NE winds over M1. The absence of metallic Fe at M2 
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indicate that, in terms of iron-rich particles, this area is more affected by emissions from the iron 

ore storage piles, pellets, and sinter plants (as discussed in section 5.4.1.1). This finding is 

consistent with the results by EDXRF (shown in Table 7), in which the total Fe content in PM is 

significantly greater at M1 than at M2 with FeM1 FeM2⁄  ratios of 2.1 and 1.4 for TSP and PM10, 

respectively.  In this context, the metallic Fe peaks at 1.84 Å and 1.97 Å can be used as markers 

of blast furnace and steelmaking activities (source E7 in Figure 12). 

5.4.1.3 - FeS2 Marker 

Pyrite (FeS2) was identified by RSr-XRD in all PM classes as a distinct and strong peak varying 

between 2.45 Å and 2.43 Å. FeS2 X-ray powder diffraction pattern shows three major peaks with 

distances of 2.71 Å, 1.63 Å, and 2.42 Å (PDF#71-2219 in Figure 28e), clearly identified in the PM 

with no overlapping (Figure 28).  

M1 M2 

 

 
 

 

 
Figure 28. RSr-XRD spectra: (a) TSP sample at M1 associated with N winds; (b) TSP sample at M1 

associated with SSE winds; (c) TSP sample at M2 associated with NE winds; (d) TSP sample at M2 

associated with S winds; (e) FeS2 X-ray powder diffraction pattern. 
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Figure 28 shows the TSP RSr-XRD spectra at both M1 (Figures 28a, b) and M2 (Figures 28c, d). 

At M1, we observe a distinct FeS2 peak at 2.455 Å, about 40% more intense when associated with 

N winds (Figure 28a) than South-Southeast (SSE) winds (Figure 28b). At M2 (Figures 28c, d), we 

cannot observe any significant intensity difference of the peak 2.45 Å considering prevailing 

winds, although the difference in area is expressive, evidencing higher contributions from sources 

to the N of RGV, with area values of 8.62 and 2.69 for PM associated with N and S winds, 

respectively. 

A peak displacement that identifies FeS2 can be seen at 2.45 Å when compared to the third major 

peak (2.42 Å) of pure FeS2 (PDF#71-2219). This displacement is explained by the presence of Cu 

in PM (Table 7), since CuS2 and FeS2 form a solid solution (Cu, Fe)S2 containing Fe2+ that 

maintains, qualitatively, the same electronic state as pure FeS2 (Schmid-Beurmann and 

Lottermoser, 1993). (Cu, Fe)S2 diffraction patterns show a displacement of the peak at 2.43 Å to 

2.48 Å (Schmid-Beurmann and Lottermoser, 1993). Therefore, fractions of Cu associated to FeS2 

in PM lead to the displacement of the peak 2.43 Å to 2.45 Å in the studied PM. In this context, the 

peak at 2.45 Å can be confirmed as a marker of FeS2 in PM.   

FeS2 is reported to be associated with coal deposits (de Souza et al., 2000, 1998; Linak et al., 

2007). In RGV, large amounts of coal is handled and processed at the port, pellet and coke plants. 

The Praia Mole Harbor (Source E3 in Figure 12), is a terminal dedicated to coal discharge and in 

2016 handled approximately 11 million tons of coal and associated charges (Vale, 2017b). In this 

context, the presence of the 2.45 Å peak in PM is a clear indication of FeS2 in PM that originated 

from coal activities. 

5.4.1.4 - BaTiO3 Marker 

Barium titanium oxide (BaTiO3) was identified by RSr-XRD analysis in TSP, PM10, and PM2.5 

due to two major diffraction peaks at 2.82 Å and 2.83 Å (Figure 29). The presence of barium and 

titanium is confirmed by EDXRF results in which Ba appears in concentrations greater than most 

of the trace elements (Table 7). BaTiO3 powder X-ray pattern (PDF#5-626 in Figure 29g) shows 

two major diffraction peaks at 2.838 Å and 2.825 Å with the same intensity and a minor peak at 

1.997 Å. Despite the peak at 2.82 Å in PM being overlapped by NaCl presence, the 2.838 Å peak 

appears without any overlapping and, therefore, the presence of those two peaks together confirm 

the presence of BaTiO3.  

At M1 (Figures 29a, b, c), BaTiO3 presents no tendency regarding wind direction, suggesting a 

diffuse, ubiquitous source. The 2.817 Å peak is greater than the 2.825 Å peak and does not show 
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similar intensities to the pure BaTiO3 powder X-ray diffraction pattern (PDF#5-626 in Figure 29g). 

This pattern is due to overlapping of the most NaCl intense peak at 2.810 Å (PDF#2-818, ICDD 

2007). Besides, EC (PDF#46-943, ICDD 2007) has the second most intense peak at 2.82 Å, also 

contributing to increasing the intensity of the peak at 2.817 Å (Figure 29). Figure 29c shows that 

both peaks at 2.825 Å and at 2.817 Å have the same intensity indicating no overlapping with any 

other compound. 

 M1 M2 

 

 

 

 

  

 
 

Figure 29. RSr-XRD spectra: (a) TSP sample at M1 associated with N winds; (b) TSP sample at M1 

associated with NW winds; (c) TSP sample at M1 associated with SSE winds; (d) TSP sample at M2 

associated with N winds; (e) TSP sample at M2 associated with NE winds; (f) TSP sample at M2 associated 

with S winds; (g) BaTiO3 X-ray powder diffraction pattern. 
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At M2 (Figures 29d, e, f), the 2.82 Å peak is 2 to 3 times greater than the one found at M1. This 

suggests a strong contribution of a differentiated source at M2. As previously discussed, the peak 

at 2.82 Å has contributions from NaCl and EC. M2 is close to the sea (Figure 12a) and high 

contribution of NaCl is expected. However, the 2.82 Å peak is much larger (50% more intense) in 

samples associated with the N winds than to the NE winds (Figures 29d, and e). This finding 

suggests that the peak 2.82 Å is predominantly fed by EC industrial emissions from the N of M2, 

and the same conclusion can be extended to M1 since Figure 29c (S winds) shows no signal of 

NaCl and EC contributions. North of M2 is the Tubarão complex, which includes a coke, sinter, 

and pellet plants that can contribute to the increase of the 2.82 Å peak intensity with emissions of 

EC by chimneys. 

Figure 29 shows that BaTiO3 has no directional dependence with point sources in RGV. Barium 

is reported as vehicular tracer emitted by tire and break wear (Revuelta et al., 2014; Thorpe and 

Harrison, 2008). Ba and Ti are also reported as markers of soil resuspension, therefore, a sanitation 

and repaving construction site NW of M1 could be the main attributing source of BaTiO3 in RGV, 

but BaTiO3 intensities does not show a strong association with winds from this quadrant. Indeed, 

at M1, the intensities in the spectra for all wind directions are similar, showing a non-dependence 

with wind direction, suggesting predominant contributions of diffusive sources. M1 is surrounded 

by the main traffic roads in the RGV (Figure 12c), which has a fleet of 1.6 million vehicles 

(DENATRAN, 2018). In this context, the peaks at 2.82 Å and 2.83 Å can be used as a marker of 

BaTiO3 associated with vehicular emissions. 

5.4.1.5 - EC Marker 

EC crystalline phases were identified by RSr-XRD in TSP, PM10, and PM2.5 samples with a strong 

dependence of sampling site (M1, M2) and wind direction (Figure 30). An EC crystalline phase 

was identified at both M1 and M2 with major diffraction peaks at 2.83 Å, 2.70 Å, and 1.99 Å 

(PDF#46-943, ICDD 2007), while a pseudo morph of graphite (rhombohedral system) was 

identified only at M1 with the most intense diffraction peak at 3.35 Å (PDF#26-1079 in Figure 

30f). The EC crystalline phase overlapped BaTiO3 or NaCl (as discussed in Section 5.4.1.4), and 

cannot be used as a sole marker. However, the pseudo morph of graphite (PDF#26-1079) shows a 

distinct peak at 3.35 Å, without any overlapping and, therefore, can be used as a carbon (graphite) 

marker.  
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Figures 30a, b, c show the TSP RSr-XRD spectra from M1, in which the peak at 3.35 Å is evident 

in all samples, although the intensity of the peak is 1.5 to 2.5 time lower in samples associated to 

ENE winds (Figure 30b) than in samples associate to NW and SSE winds (Figure 30a and 30c). 

M1 M2 

  
  

  
  

 
 

Figure 30. RSr-XRD spectra: (a) TSP sample at M1 associated with NW winds; (b) TSP sample at M1 

associated with ENE winds; (c) TSP sample at M1 associated with SSE winds; (d) TSP sample at M2 

associated with N winds; (e) TSP sample at M2 associated with S winds; (f) Elemental carbon (Graphite) 

X-ray powder diffraction pattern. 

At M2 (Figure 30d, e, f), RSr-XRD spectra suggest only the presence of the crystalline phase of 

carbon with major peaks at 2.83 Å, 2.70 Å, and 1.99 Å (PDF#46-943), suggesting that M2 is not 

affected by the source of the carbon with major peak at 3.35 Å, or at least, the concentration of it 

is negligible. 

The findings suggest that the EC with major peak at 3.35 Å (PDF#26-1079) is associated with 

emissions from locations highly influenced by vehicular emissions, while the EC with major peak 
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at 2.83 Å (PDF#46-943) is associated with emissions from locations with high influence of 

industrial activities. 

 

5.5  Crystalline Phases in PM and Related Sources 

The interpretation of factors provided by receptor models such as PMF and PCA is a subjective 

process that can lead to data misinterpretation due to the simplistic use of elemental species as 

source markers. Iron (Fe) is singularly reported as an industrial, vehicular, and crustal marker 

(Gildemeister et al., 2007; Song et al., 2006; Viana et al., 2008a). In fact, Fe can be emitted from 

all these sources, however, in different crystalline phases. For example, metallic Fe (Fe0) can be 

emitted by steelmaking and blast furnaces (USEPA, 1986), and by vehicles due to the brakes wear 

(Thorpe and Harrison, 2008). Fe2O3, particularly, is emitted by iron ore, and agglomerates (sinter 

and pellets) stockpiles (de Souza et al., 1998; Rosière and Chemale Jr, 2000). In particular, 

sintering and pelletizing furnace stacks can also emit α-Fe2O3 during the agglomeration of iron 

ore, as γ-Fe2O3 during the transition of magnetite (Fe3O4) to α-Fe2O3 during the heating process 

(Jiang et al., 2008). Pyrite (FeS2) is another Fe constituent of coal deposits (Cohn et al., 2006; 

Deng et al., 2015). FeS2 is fully decomposed during the coking process at temperatures higher than 

1600 ºC, a temperature which exceeds the typical coke ovens (Gornostayev et al., 2009), 

facilitating its release from coke ovens stacks. Lastly, goethite (FeOOH) and Fe-bound silicates 

are typically found as soil constituents (Fabris et al., 1997; Moreno et al., 2004). Therefore, the 

study of crystalline phases of chemical species can be used to correlate the compounds with 

specific process as additional information for the source apportionment studies using receptor 

models. 

This section shows the qualitative and quantitative characterization by Resonant Synchrotron X-

ray Diffraction (RSr-XRD) of the main crystalline phases in the PM (SP, TSP, PM10 and PM2.5) 

associating them with the prevailing winds, in order to identify the directional contribution of these 

compounds and the likely sources. Additionally, the identification and quantification of the 

crystalline phases are used as a parameter to evaluate the sensibility of the PMF model in the PM10 

and PM2.5 source apportionment. 

5.5.1 Crystal Phases in PM2.5 and Associated Sources 

The major crystalline phases found in PM2.5 samples are shown in Table 9.    
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Fe-rich crystalline phases such as α-Fe2O3, FeS2, FeMnO3 and metallic Fe are always associated 

with NE quadrant winds (Figure 31) suggesting the industrial complex as the most likely source. 

α-Fe2O3 is the main crystal of Brazilian iron ores (Rosière and Chemale Jr, 2000), although 

magnetite (Fe3O4) is also reported by iron and steel industries (Muwanguzi et al., 2012). α-Fe2O3 

is also linked with sintering and pelletizing furnaces emissions due to the conversion of iron ores 

phases (α-Fe2O3, Fe3O4) into α-Fe2O3 (Clout and Manuel, 2003; Jiang et al., 2008), as shown in 

Equation 11.  

             32
673

32
473

243 664 OFeOFeOOFe
KK

   


                              (11) 

In fact, due to the aerodynamic diameter (< 2.5 µm) is expected that this crystalline phase is greatly 

associated with sintering and pelletizing stacks emissions. At the Tubarão Complex (E1-E3 in 

Figure 12a), we find the two main industries of the RGV: a mining company and a steel company. 

In 2017, the mining company handled 335 thousand tons of iron ore daily and has a nominal 

capacity of 36.7 million tons/year of pellets (Vale, 2018), whereas the steel company has a nominal 

capacity of 6.5 million tons/year of sinter. 

 

 

Figure 31. Crystalline phases in PM2.5 at (a) M1 and (b) M2. 

FeS2 is a coal constituent (Gornostayev et al., 2009) and large contents at both M1 and M2 are 

associated with winds from N and NE quadrant (Figure 31), the location of industrial stockpiles 

(E4a, b). The absence of FeS2 associated with winds originating from the industries opposite 

location suggests that the coal stockpiles are the likely source. As previously discussed, the 

complete FeS2 dissociation needs a temperature above 1600 ºC (Gornostayev et al., 2009), thus a 

likely species emitted by the coke oven stacks. In addition, FeS2 dissociates under an oxidant 

(b) M2 

(a) M1 
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atmosphere and therefore FeSO4 and Fe2(SO4)3 are formed (Gornostayev et al., 2009), explaining 

the presence of FeAl2(SO4)4.22H2O in the samples. Besides, under inert atmosphere FeS2 

originates metallic Fe (Equation 12). All this process dependents of environment conditions such 

as temperature, oxygen concentration, flow conditions and particle size (Hu et al., 2006). 

Therefore, the emission of FeS2 can also be associated to coke oven stacks and stockpiles.  

FeFeSSFeFeS x  12                                           (12) 

In the RGV large amounts of metallurgical coal are handled and processed. In 2017, the Praia 

Mole port terminal handled 13.2 million tons of coal (Vale, 2018). Part of this metallurgical coal 

was used by the steel company (E4b-E7 in Figure 12a) to produce coke. Two coke producing units 

are installed at the steel company site, one with a nominal capacity of 1.7 million tons/year and 

another one with a nominal capacity of 1.55 million tons/year of coke. 

Figure 31 shows a greater EC concentration at M1 than M2 with mean values of 15% and 6%, 

respectively. EC is emitted by vehicle exhaust and industrial stacks such as coal burning, diesel 

combustion and biomass burning (Kotchenruther, 2016; Zou et al., 2017). At M1, greater EC 

contributions are associated with northwest (NW) and south-southeast (SSE) winds suggesting the 

large influence of vehicular sources (Figure 31a). At M2, EC contributions are mainly associated 

to diffusive sources such as vehicular, nevertheless a rather large contribution is associated to NE 

winds from the industrial location (Figure 31b). In the section 5.4.1.5, two different signatures of 

EC were identified, one mainly found at M2 with a major diffraction peak at 2.82 Å (linked to 

industrial stack emissions, see discussion in 5.4.1.4 - Figure 29), and the other one only identified 

at M1 with the most intense diffraction peak at 3.35 Å (Figure 30). The findings suggest that EC 

with a major peak at 3.35 Å (PDF#26-1079) was associated with diffusive emissions and present 

only when influenced by winds in the direction from locations with high vehicular emissions 

(yellow lines in Figure 12a, and c). EC main peak at 2.83 Å (PDF#46-943) can be associated with 

emissions from locations with high influence of industrial activities (E1 to E7 in Figure 12a).  

BaTiO3 is a compound not commonly reported in the literature, however, a consistent signature of 

this compound can be found in the samples (Figure 31). BaTiO3 shows greater concentration 

associated with winds from NW and SSE at M1 and winds blowing from S at M2, suggesting a 

diffusive type of source such as vehicular emissions (Figure 31a and 31b). Ba is associated with 

organometallic fuel additives (Kittelson et al., 1978; Srimuruganandam and Shiva Nagendra, 

2012), brake lining and brake wear dust (Viana et al., 2008a), whereas Ti as K2TiO3 is used in the 

production of brake pads to improve the wear and tear characteristics and heat resistance (Thorpe 
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and Harrison, 2008). The hypothesis is that BaCO3 and K2TiO3 in the composition of brake lining 

and pads can react due to the high temperature during the brake action producing the BaTiO3. 

Figure 31b shows the presence of NH4ClO4 with values of 6% and 8% at M2, respectively 

associated with N and NE winds, whereas at M1 (Figure 31a) low contribution (approximately 

3%) is associated with ENE winds. The results suggest that M2 is more impacted by NH4ClO4 

than M1. The predominance of these species in samples when winds are from the NE quadrant 

suggests the industrial complex as the likely source. The sintering industrial process uses KCl as 

flux which decomposes liberating Cl
-
 as HCl, that then reacts with NH3 to form NH4Cl (Yang et 

al., 2015). The hypothesis is that the presence of oxidant species such as O3, OH
-
 and H2O2 in the 

atmosphere or even into the industrial processes may be oxidizing the chloride (NH4Cl) into a 

perchlorate compound (NH4ClO4). Therefore, the presence of the NH4ClO4 in the PM2.5 (Figure 

32) suggests that the likely source of these are the sintering stacks (E5 in Figure 12a).  

 

 

Figure 32. RSr-XRD spectra of PM2.5 at M2 associated with N winds. 

This conclusion is supported by the presence of higher K2Fe2O4 concentrations associated with the 

same wind direction.  

In fact, higher K2Fe2O4 concentrations are often associated with N, NE and ENE winds (Figure 

31), particularly with N at M2 (>10%, Figure 31b), but less than 5% at M1 when winds blow from 

ENE (Figure 31a). Biomass combustion studies e.g (Cha and Spiegel, 2004) have reported that the 

reaction between alkali chlorides (KCl) and hematite (α-Fe2O3) lead to the formation of K2Fe2O4 

and Cl2 (Equation 13). 

2422232 5.02 ClOFeKOOFeKCl                                       (13) 

Since KCl and α-Fe2O3 are used as raw material in the sintering process (Yang et al., 2015), and 

the directionality of these compounds is always associated with the transport direction from the 

industrial complex, the formation and emission of K2Fe2O4 in RGV is mainly attributed to 

PDF#27-21 
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sintering stacks. K2Fe2O4 contribution is higher at M2 (Figure 31b) than at M1 (Figure 31a), 

suggesting that M2 is more influenced by sintering stacks emissions.  

Sulfates show higher average concentration at M1 than at M2, with a respective value of 18% and 

11% (Figure 31a and 31b). CaSO4.2H2O and (NH4)SO4 are commonly found in PM2.5 (Chang et 

al., 2013; Yin et al., 2005), however, in the samples from the RGV, was found additional sulfates 

associated with Fe and Al, such as FeAl2(SO4)4.22H2O and (NH4)3Fe(SO4)3. The presence of these 

crystalline phases can be explained by the reaction between (Al, Fe)-based oxides, such as α-Fe2O3 

and Al2O3, with (NH4)2SO4 under temperatures between 210 ºC and 550 ºC (Bayer et al., 1982), 

as shown in Equation 14 and 15.  

OHNHSOFeNHSONHOFe
C

233434
º280210

42432 36)()(2)(6  


               (14) 

OHNHSOFeSONHOFe
C

23342
º550340

42432 36)()(3  


                  (15) 

The abundance of iron oxides, such as α-Fe2O3, and SO4
2- in the atmosphere may undergo a photo-

reduction reaction (Ghio et al., 1999) and form complexes such as (NH4)3Fe(SO4)3 and 

FeAl2(SO4)4.22H2O. Therefore, these compounds can be emitted by industrial activities or form 

in the atmosphere via secondary reactions. 

Figure 31 shows expressive contents of NH4Ca2P3O10.2.5H2O, particularly 5% and 3% at M1 and 

M2 respectively, in which larger concentrations are associated with winds from the northeast (NE) 

quadrant (again industrial complex direction). NH4Ca2P3O10.2.5H2O is used as mineral fertilizer 

by the agriculture, where 7 million tons of fertilizers and grains in the RGV were discharged at the 

port terminal (E3 in Figure 12a) in 2017 alone (Vale, 2018). 

5.5.2 Crystal Phases in PM10 and Associated Sources 

The main difference between PM10 and PM2.5 crystalline phases consists of the presence of 

maghemite (γ-Fe2O3), magnetite (Fe3O4) and goethite (FeOOH) in PM10 (Figure 24a), which was 

not identified in PM2.5 (Figure 31).  

Despite previous work by de Souza et al. (2000) reporting that FeOOH is associated with intense 

industrial contribution, no evidence suggests this in this study, including the absence of FeOOH 

at M2 (Figure 33b). In addition, FeOOH is not a constituent of Brazilian iron ores (Rosière and 

Chemale Jr, 2000), but instead it is reported as a constituent of tropical soils (Fabris et al., 1997). 

This suggests that FeOOH is associated with soil resuspension in our study. γ-Fe2O3 is present in 
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Itabirito amphibolite iron ore, produced in the state of Minas Gerais (Rosière and Chemale Jr, 

2000), although this crystalline phase can also be present in PM originating from pelletizing and 

sintering processes, as shown in Equation 10. In fact, γ-Fe2O3 was predominantly found at M1 

associated with N winds (Figure 33a). Fe3O4 shows higher contributions at both M1 and M2 when 

wind direction is predominantly N and NE (industrial complex, Figures 33a and 33b). de Souza et 

al. (1998) identified Fe3O4 in TSP and PM10 samples from the sources sintering dust, blast furnaces 

and steelmaking. α-Fe2O3 can be dissociated into Fe3O4 in the furnaces at 1350 ºC during the 

sintering and pelletizing processes (Clout and Manuel, 2003; Jiang et al., 2008), as shown in 

Equation 16.  

243
º1350

32 46 OOFeOFe
C

 


                                               (16) 

In fact, among the Fe-rich compounds, α-Fe2O3 is the most abundant at both M1 and M2. α-Fe2O3 

is found in samples of iron ore deposits, pellet and sinter agglomerates (de Souza et al., 2000, 

1998), although its presence is also reported in pelletizing and sintering stack emissions. In Figure 

33a and 33b, higher contents of α-Fe2O3 are associated with N and NE winds, and lower 

contributions are associated with SSE, S and NW winds. Fe is listed as a main constituent of 

vehicular exhaust and crustal emissions (Thorpe and Harrison, 2008; Viana et al., 2008a), but the 

presence of other compounds are exclusively associated with industrial activities such as FeS2 and 

phosphates mineral fertilizer also show contributions associated with SSE, S and NW winds. 

Therefore, the contribution of α-Fe2O3 associated with winds blowing from location is highly 

influenced by vehicular traffic, suggesting that PM may be undergoing resuspension. 

  

  
Figure 33. Crystalline phases in PM10 at (a) M1 and (b) M2. 

(a)   

M1 

(b)   

M2 
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NaCl is predominant at M2 due to the proximity of the sea (Figure 12a). Besides, the contribution 

of NaCl in PM10 is quite larger than other compounds (Figure 33b), a pattern not so evident in 

PM2.5 (Figure 33b). This is likely due to the typical dimension of NaCl particles ranging from 2.5 

to 10 µm (Moreno et al., 2004). α-Fe2O3 is the main industrial constituent, mainly when associated 

with winds from N and NE. When winds blow from S direction organic compounds gain a larger 

expression, suggesting higher influence of vehicular sources. Figure 33a shows that M1 is more 

populated with compounds such as BaTiO3, EC, sulfates, phosphates and organics when compared 

to M2, and all these compounds are reported as vehicular markers (Cheng et al., 2015; Choi et al., 

2013; Thorpe and Harrison, 2008). The findings suggest M1 is more influenced by vehicular 

emissions and resuspension, while industrial emissions are prevalent at M2. 

5.5.3 Crystal Phases in TSP and Associated Sources 

NaCl has a large contribution in TSP composition, in which is more evident the greater is the 

particle size (Figure 34). In TSP, α-Fe2O3 contributes with approximately 20% of all mass, mainly 

when winds blow from the industrial location (NE quadrant), whereas in PM10 and PM2.5 this value 

is not greater than 15%. The finding suggests that larger the PM size, the greater the industrial 

contributions (Figure 34). 

Figure 34b shows the greater contribution of BaTiO3, EC, silicates and sulfates at M2. As 

previously discussed in section 5.5.1, these compounds are strongly associated with vehicular 

emissions (exhaust, wear, resuspension) suggesting that vehicular sources dominate the 

contribution of TSP at M1, whereas at M2 the industrial contribution predominates.  

  
 

  

Figure 34. Crystalline phases in TSP at (a) M1 and (b) M2. 

(a)  

(b)  

M2 
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5.5.4 Crystal Phases in SP and Associated Sources 

At M1 and M2, α-Fe2O3 contributions predominate over all compounds, including NaCl (Figure 

35). Mechanical processes that “grind” PM to smaller sizes are activities such as iron ore, pellet 

and sinter handling and storage, besides carrying iron ore and pellets into the ships at the port. 

Industrial-related compounds such as γ-Fe2O3, Fe3O4, metallic Fe, K2Fe2O4, and overall 

phosphates and limestone (CaCO3) are higher at M2 than at M1. CaCO3 is used as an additive in 

the production of sinter and iron pellet (Iljana et al., 2015). M1 is more affected by silicates and 

EC than M2, suggesting vehicular exhaust and resuspension as the likely sources. This 

corroborates that larger particles are indeed corresponding to industrial sources in the RGV, 

especially those emitted by raw materials handling and storage. 

 

Figure 35. Crystalline phases in SP at (a) M1 and (b) M2. 

5.5.5 Clustered Crystal Phases by Associated Sources  

Table 9 shows the potential source tracers grouped according to the RGV sources.  

The Industrial Fe-based cluster represents the contribution from handling and storage of iron 

products (pellet and sinter) and raw material (iron ore and alloys), and are associated with α-Fe2O3, 

γ-Fe2O3, Fe3O4, CaFeO4, FeTi, FeSi and FeMnO3. The Sinter-based cluster represents the 

contributions from sintering stacks, which is associated mainly with K2Fe2O4, NH3OHClO4, and 

sulfates. The Coke and Coal-based cluster represent the contributions from coke oven stacks and 

coal stockpiles, mainly associated with FeS2, metallic Fe, sulfates, organics and EC. Sea salt 

represents the marine spray associated with NaCl. Biomass burning cluster is associated mainly 

with K2Fe2O4; Vehicular-based cluster represents the contributions from vehicular exhaust/wear, 

mainly associated with BaTiO3, EC, organics and sulfates. The Steel-based cluster represents the 

contribution from sources of reduced iron, such as blast furnaces and steelmaking–BOF, mainly 

associated with metallic Fe. The Phosphate- and nitrate-based clusters represent the major 

contributions from terminal port activities during the discharging of mineral fertilizers. Lastly, the 
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organic-based cluster represents all other sources of organic carbon in addition to coke and 

vehicular sources. 

Table 9. Potential source markers (crystals) grouped according to the RGV sources. 
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α-Fe2O3             

γ-Fe2O3             

Fe3O4             

FeMnO3             

FeS2             

Fe0             

FeTi             

FeSi             

CaFeO4             

K2Fe2O4             

NH4Cl             

NH3OHClO4             

BaTiO3             

EC             

Organics             

Na2S2O3.2H2O             

FeAl2(SO4)4.22H2O             

(NH4)3Fe(SO4)3             

K4Ca(SiO3)3             

CaMgSiO4             

SiO2             

MgSiO3             

NaCl             

 

5.5.5.1 – PM2.5 

Figure 36 shows the clustering for PM2.5 at M1 (Figure 36a) and at M2 (Figure 36c). In addition, 

Figures 36b and 36d show the PM2.5 source apportionment by PMF model was made using both 

organic (PAHs) and inorganic (metals and ions) markers, respectively at M1 and M2 (reported in 

section 5.1.1.3). It is important to state that the aim of this study is not the establishment of the 

clustering methodology as a source apportionment tool, but an additional information for the use 

in source apportionment studies using receptor models such as the PMF.  

At M1, there is a significant contribution from the Industrial Fe-based cluster (iron ore, pellet and 

sinter) mainly associated with α-Fe2O3 and FeMnO3 (Figure 27a), a contribution not identified by 

PMF. In Figure 36b, PMF separated other two factors, the Pelletizing Furnaces and 
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Resuspension/Industrial Filterable PM2.5, highly influenced by elemental Fe contributions. 

Actually, PMF was only capable of separating the factor attributed to pelleting furnaces (stacks) 

when using both organic (PAHs) and inorganic (Fe) as markers. Since no crystalline phases could 

be exclusively attributed to pelletizing furnaces, it was not possible to define a specific cluster 

associated with pelletizing (Table 9). In addition, Pelletizing furnaces and Resuspension/Industrial 

Filterable PM2.5 factors by PMF explain 38% of the total mass (Figure 36b), whereas Industrial 

Fe-based clustering (Figure 36a) explains 34% when associated with N winds, suggesting that in 

fact the composition of Resuspension/Industrial Filterable PM2.5 can also have the influence of 

stockpiles emissions. 

 

 

 

  
 

 

 

  
Figure 36. Clustered crystal phases of PM2.5 at (a) M1 and (c) M2, and PMF source apportionment of PM2.5 

at (b) M1 and (d) M2. 

 

The mixed factor Resuspension/Industrial Filterable PM2.5 separated by the PMF model (Figure 

36b) is mainly characterized by large loadings of Fe and Zn (industrial activities), and by Al, Si, 

Na, K and Mg (silt resuspension). However, PMF does not identify any exclusive factor associated 

with crustal. The RSr-XRD identified crystalline phases that clearly identify Crustal-based 

sources, such as K4Ca(SiO3)3 and CaMgSiO4 (Figure 36a). 

In Figure 36b, PMF was not able to identify and separate a factor attributed to sea salt based on 

the Na and Cl profiles (as discussed in section 5.1.1.3), however, a 10% contribution is attributed 

to NaCl in M1. The likely explanations are the large Cl loading by other activities such as sintering, 

coke ovens, and biomass burning that highlight these sources, and lastly, the secondary reaction 

(a) (b)

(c) (d) 
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decomposing the NaCl into sodium sulfates and nitrates (Zhang et al., 2000), as shown in Equation 

17. 

HClNaNOHNONaCl  33                                               (17) 

At M2 (Figure 36c), NaCl predominates with an average value of 24%.  Sea salt factor by PMF 

explains 20% of the total mass (Figure 36d). In addition, the contributions of sintering and 

Coke/Coal combined represent 24%s at M2 (Figure 36c), a value greater than M1 (10%, Figure 

36a). The finding suggests that Cl additional sintering and coke ovens contributions increases PMF 

sensitivity and allows for marine spray separation from the remaining factors. It is only when Na 

and Cl concentrations are high that PMF can solve this factor, such in case of M2 (Figure 36d). At 

M1, the average Cl concentration is 1.2 µg m-3, whereas, at M2, Cl concentration is 60% greater 

with an average value of 1.9 µg m-3.   

The discussion in section 5.5.1 shows that the contribution of K2Fe2O4 and NH3OHClO4 (sintering 

markers) are larger at M2 than at M1, supporting the large difference found by PMF results (Figure 

36b, and 36d). At M2, the clustering Industrial Fe-based, sintering-based, Coke/Coal-based and 

Metallic Fe-based contributes with 24% (Figure 36c), whereas at M1 the same clustering 

contributes with 18% (Figure 36a). Vehicular-based contribution at M1 shows an average value 

of 30%, whereas at M2 this value is 11%. Therefore, M1 is more affected by PM2.5 emission from 

vehicles and M2 is more affected by emissions of PM2.5 from industrial activities. 

5.5.5.2 - PM10 

Industrial-based cluster (section 5.5.5 and Table 9) express 19% of the M1 contributions (Figure 

37a). As previously discussed, these compounds can be found on both stack and stockpile PM 

profiles. At M1, the PMF separates a factor with less than 0.5% attributed to Industrial stockpiles 

(Figure 37b). Due to the high similarity among the sources pelletizing furnaces and iron ore, pellet 

and sinter (granulates), in which α-Fe2O3 is the main compound, PMF (using elemental Fe) isolates 

only one 21% factor attributed to Pelletizing furnaces (Figure 37b). This factor is associated with 

the pelletizing process due to the high loading of Fe and organic (PAHs) markers such as 

naphthalene, acenaphthylene and phenanthrene. However, α-Fe2O3 and FeMnO3 are the main 

constituents of iron ore and manganese ore, and therefore, some fraction must be emitted by 

handling and storage activities, potentially generating mechanical formation of PM10 (Seinfeld and 

Pandis, 2006). On the other hand, at M2 (Figure 37d), PMF separated a factor associated with 

Industrial Stockpiles that explains 42% of the mass with large loadings of Fe, Ca, Mg, Zn, S and 

P and low loadings of organic species. Indeed, when  N and NE directions winds prevail (industrial 
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location), the contribution of Industrial Fe-based cluster assumes an expressive 30%, excluding 

coal deposits. 

Figures 37a and 37c show that larger the PM size, the greater the influence of industrial Fe-based 

activities at M2, mainly when winds blow from N and NE. However, sintering- and Coke/Coal-

based clusters show a greater contribution at M1 (Figure 37a). In addition, PMF results show that 

sintering and pelletizing contributions are greater at M1 than M2 (Figures 37b and 37d). In fact, 

the discussion in sections 5.5.1 and 5.5.2 shows that K2Fe2O4 (sintering stacks marker) and γ-Fe2O3 

(sintering and pelletizing stacks marker) are greater at M1. This pattern can also be associated with 

a large contribution of NaCl at M2, mounting to 32% (Figure 37c). 

 
 

  
 v  

 
 

  
Figure 37. Clustered crystal phases of PM10 at (a) M1 and (c) M2, and PMF source apportionment of PM10 

at (b) M1 and (d) M2. 

The findings suggest that PMF show some difficulty in properly separate factors associated with 

highly correlated sources such as pelletizing furnaces and pellet/iron stockpiles. As previously 

discussed, the absence of some crystalline phase that can be used as a specific marker for 

pelletizing furnaces, pellets granulates and iron ore turns the separation of these sources a hard 

task. 

6. Conclusions 

A literature review revealed that there are no exclusive markers for any source, but a generalized 

association of the chemical species with several sources (Table S3 – Appendix C). Consolidated 

source markers such as OC and EC (vehicular), Cl and K (biomass burning), Fe (crustal and 

vehicular), in fact were highly correlated with industrial process, and the association of the likely 

(b) 

(c) (d) 

(a) 
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sources with PMF factors was possible only due to the combined use of  both, organic and 

inorganic species characterization and pollutants roses. Sintering and pelletizing, process with high 

similarity in terms of chemical composition, were properly separate by PMF with the identification 

of some PAHs exclusives to each process. For example, sintering showed high loadings of Pyr, 

Chr, BbF and BghiP, whereas pelletizing showed Phe and Acy as the main markers. These 

signatures associated to the absence of Fe in the sintering profiles was crucial to separate those 

sources highly correlated. In other case, EC and Pyr, both markers of vehicular exhaust, in fact 

showed large concentrations associated with winds from the location of coke ovens. The high 

loading of S in this factor and the directionality of the EC and Pyr species helped to attribute this 

factor as coke oven emissions, avoiding the misinterpretation of this factor as vehicular emissions. 

The results showed that there is a significant difference in the source apportionment for different 

particles aerodynamic diameter ranges. At monitoring station M1, the larger the diameter, the 

larger the contribution of industrial activities. Industrial activities explain for 42% of all mass in 

PM2.5, and this value increases to 47% for PM10. On the opposite way, vehicular related emissions 

(vehicle exhaust and resuspension) show that the smaller the diameter, the larger the contribution. 

At M1, vehicular related emissions explain 25% of all mass in PM10, whereas this value increases 

to 50% in PM2.5. At M2, the larger the diameter, the larger the contribution of mechanically 

generated industrial PM, in which explain 42% of all mass in PM10. Sintering stacks, coke ovens 

and pelletizing furnaces are the major contributors of PM2.5 at both M1 and M2. The handling and 

storage of industrial raw materials are the main contributor of larger particles at M2.  

The joint use of organic and inorganic markers and the knowledge of the directional pattern of the 

chemical species minimized the misinterpretation of the PMF factors, making it easier and more 

reliable, furthermore, it minimized the possibility of occurrence of “unidentified” factors. 

The use of receptor models in source apportionment studies is well-known to have some 

difficulties and uncertainties. Source definition based on chemical elements can lead to erroneous 

interpretation by non-experienced users. An appropriate source profile could bypass this artifact, 

but the acquisition of locally sourced profiles can be a challenge, especially if local industries resist 

in supplying samples or data. There is a clear need for more accurate and precise markers, which 

can be clearly linked to a specific source. Therefore, we proposed a new approach using RSr-XRD 

associated to EDXRF to determine if ambient PM would possess specific markers that could be 

linked to process specific crystalline phases. Crystalline phases determination using RSr-XRD 

technique, together with chemical elements analysis, proves to be an improved way to contour 

source collinearity problems. 
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The characterization of PM crystalline phases in combination with wind directionality allow the 

inference of PM likely sources. The results showed that α-Fe2O3 and FeS2 are strongly associated 

with industrial activities such as iron ore, pellet and sinter granulates and coal deposits. In addition, 

the presence of some uncommon compounds in PM samples, such as γ-Fe2O3, metallic Fe, 

K2Fe2O4, and (NH4)3Fe(SO4)3 and NH3OHClO4, are products of specific chemical reactions within 

the industrial processes. This finding proves to be an important information that complements the 

source apportionment studies using receptor models. 

Results showed large contribution of NaCl in all particles aerodynamic ranges (from PM2.5 to 

TSP). The influence of industrial activities is more evident in larger particles. For example, α-

Fe2O3 is the main constituent of SP but its contribution decreases with particles diameter, being 

the fifth most abundant in PM2.5 . 

Clustering crystalline phases to define source profiles help the differentiation of sources that were 

collinear identified in PMF results. Sea salt factor in PM2.5 was affected by the large concentration 

of Cl emitted by the sintering and coke ovens, and therefore, it was not identified by PMF. Only 

for high NaCl contributions, such in the case of M2, the PMF could solve this factor. Nevertheless, 

NaCl crystals were present in PM2.5 samples at both M1 and M2 sampling sites.  

These findings suggest that the use of receptor chemical profiles based on specific crystalline 

phases, together with organic compounds such as the PAHs, can improve receptor models 

sensitivity for highly correlated sources. 
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8. APPENDIX A 

 

Trends in Analytical Techniques Applied to Particulate Matter Characterization: A 

Critical Review of Fundaments and Applications 

 

The search was conducted on the main databases using the terms “Analytical technique (e.g. 

EDXRF, PIXE, ICP-OES, etc.)" AND "aerosol" OR "particulate matter", using no filters, and 

considering all publication titles.  

An evident trend regarding atomic spectrometry over the last 20 years (Figure S1a). The use of 

techniques based on atomic spectrometry is dominant over all others techniques with about 12200 

works (~71%) against about 4000 works (~26%) that used X-ray based techniques followed by 

activation analysis with 570 works (~3%). 

 

 
Figure S1. Trends of published works on analytical techniques over the last 20 years (Using no filters): (a) 

General techniques; (b) X-ray related techniques; (c) Atomic spectrometry related techniques. Searching 

terms: "Analytical technique (e.g: EDXRF, PIXE, ICP-OES, etc.)" AND "aerosol" OR "particulate matter". 
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Table S1. Trends of published works on analytical techniques over the last 20 years (Using no filters): (a) General techniques; (b) X-ray related techniques; (c) Atomic spectrometry 

related techniques. Searching terms: "Analytical technique (e.g: EDXRF, PIXE, ICP-OES, etc.)" AND "aerosol" OR "particulate matter". 

Year 

X-ray based 
Activation 

Analysis 
Atomic Spectrometry 

EDXRF TXRF WDXRF SR-XRF PIXE PESA XPS Total INAA CVAAS FAAS GFAAS 
ICP-

AES/OES 

ICP-

MS 
 Total 

1998  11  4 56 2  73 37 3 8 31 81 114  237 

1999 44 14 2 1 91 4 54 156 32 6 43 57 118 160  384 

2000 66 14 1 4 55 6 47 146 38 9 34 35 101 186  365 

2001 58 9 1 3 39 7 50 117 34 5 17 15 117 142  296 

2002 52 6 3 0 65 4 44 130 30 1 18 22 114 145  300 

2003 73 9 1 0 32 2 67 117 26 12 21 18 127 172  350 

2004 93 10 0 0 52 6 50 161 29 5 25 13 155 229  427 

2005 91 13 0 1 54 2 78 161 33 6 22 22 152 248  450 

2006 93 13 4 1 65 7 95 183 36 8 25 33 188 294  548 

2007 149 12 3 4 57 7 99 232 40 9 40 27 192 348  616 

2008 128 25 1 4 41 2 103 201 34 7 29 30 201 321  588 

2009 132 9 5 1 46 2 115 195 21 8 42 23 214 327  614 

2010 135 11 1 1 35 3 146 186 24 9 27 20 211 342  609 

2011 146 10 6 3 46 2 118 213 28 12 31 25 219 410  697 

2012 163 11 3 3 48 6 163 234 21 15 50 18 254 451  788 

2013 182 11 6 1 34 3 171 237 23 11 44 16 258 523  852 

2014 224 13 4 0 57 9 178 307 16 8 46 27 262 550  893 

2015 243 13 6 2 57 4 225 325 28 10 44 28 325 630  1037 

2016 260 14 10 2 42 2 243 330 27 13 41 28 335 705  1122 

2017 238 6 4 1 35 2 273 286 13 12 44 17 315 637  1025 

TOTAL 2570 234 61 36 1007 82 2319 3990 570 169 651 505 3939 6934  12198 
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A refinement on articles’ search to atmospheric related publication titles by using the terms 

“Analytical technique (e.g. EDXRF, PIXE, ICP-OES, etc.)" AND "aerosol" OR "particulate 

matter", narrowing publication titles to journals including studies on atmospheric composition and 

its impacts, like as Atmospheric Environment, Science of the Total Environment, Journal of 

Aerosol Science, Atmospheric Research, Chemosphere, Environmental Pollution, etc. (Table S2 

and Figure S2). 

 

 

 
Legend: * Dashed line on graph 2c represent the tendency line for: EDXRF (yellow) and PIXE (blue). 

Figure S2. Trends of published articles on analytical techniques over the last 20 years (Using filter applied 

for atmospheric related publication titles): (a) General techniques; (b) X-ray related techniques; (c) 

Atomic spectrometry related techniques. Searching therm: "Analytical technique (e.g: EDXRF, PIXE, ICP-

OES, etc.)" AND "aerosol" OR "particulate matter". 

Figure S2a shows that the use of atomic spectrometry for elemental analysis for measurements of 

atmospheric particles has increased significantly since 2002, although the difference between the 

number of publications using atomic spectrometry and X-ray based techniques is lower than 

considering publication titles non related to atmospheric particles. Figure 2a indicates that the use 
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of atomic spectrometry based techniques like as ICP-MS, ICP-OES, FAAS, GFAAS and CVAAS 

are reported in 60% of all works published. X-ray based techniques are reported in about 35%, 

mainly due to the use of  EDXRF, and Activation Analysis (INAA) is the technique of choice in  

less than 5 % of all works. 
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Table S2. Trends of published articles on analytical techniques over the last 20 years (Using filter applied for atmospheric related publication titles): (a) General 

techniques; (b) X-ray related techniques; (c) Atomic spectrometry related techniques. Searching therm: "Analytical technique (e.g: EDXRF, PIXE, ICP-OES, etc.)" AND 

"aerosol" OR "particulate matter". 

Year 

X-ray based 
Activation 

Analysis 
Atomic Spectrometry 

EDXRF TXRF WDXRF 
SR-

XRF 
PIXE PESA XPS Total INAA CVAAS FAAS GFAAS 

ICP-

AES/OES 

ICP-

MS 
 Total 

1998 12 5 0 4 38 2 3 64 12 1 2 9 23 12  47 

1999 8 9 1 0 54 4 0 76 16 0 5 5 14 22  46 

2000 18 6 0 4 32 4 0 64 15 2 4 8 16 30  60 

2001 23 0 0 3 23 5 1 55 14 1 5 4 29 25  64 

2002 23 1 1 0 56 4 2 87 10 0 8 11 27 37  83 

2003 14 0 0 0 17 0 4 35 10 4 7 4 23 35  73 

2004 37 3 0 0 42 4 0 86 12 1 4 6 28 64  103 

2005 35 1 0 0 26 1 1 64 15 4 5 8 46 57  120 

2006 35 4 1 0 41 3 2 86 7 4 6 9 46 74  139 

2007 38 1 1 2 36 3 2 83 8 2 6 6 34 81  129 

2008 41 0 0 0 29 2 2 74 7 0 7 11 41 61  120 

2009 27 1 0 0 23 0 1 52 2 2 5 6 35 63  111 

2010 34 2 0 0 23 3 4 66 5 6 8 8 30 80  132 

2011 38 4 2 1 33 1 2 81 6 6 7 6 48 85  152 

2012 28 2 0 1 22 3 2 58 6 3 8 4 54 100  169 

2013 28 2 0 1 17 2 4 54 2 1 8 5 40 94  148 

2014 52 1 2 0 38 6 1 100 5 3 5 2 57 126  193 

2015 49 2 1 0 33 4 3 92 5 4 5 6 44 132  191 

2016 49 0 1 0 23 2 8 83 2 4 7 5 72 185  273 

2017 42 1 1 0 19 1 3 67 2 3 11 4 66 152  236 

TOTAL 631 45 11 16 625 54 45 1427 161 51 123 127 773 1515  2589 
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9. APPENDIX B 

 

The Determination of Markers for Iron-Rich Particles by Resonant Synchrotron X-Ray 

Diffraction 

S1. Wind roses 

      
18-20 Oct 2016 20-22 Oct 2016 22-24 Oct 2016 24-26 Oct 2016 26-28 Oct 2016 28-30 Oct 2016 

      

      
01-03 Nov 2016 03-05 Nov 2016 05-07 Nov 2016 07-09 Nov 2016 09-11 Nov 2016 11-13 Nov 2016 

      

      
13-15 Nov 2016 15-17 Nov 2016 17-19 Nov 2016 19-21 Nov 2016 21-23 Nov 2016 23-25 Nov 2016 

      

      
25-27 Nov 2016 27-29 Nov 2016 29-31 Nov 2016 01-03 Dec 2016 03-05 Dec 2016 05-07 Dec 2016 

      

      
07-09 Dec 2016 09-11 Dec 2016 11-13 Dec 2016 13-15 Dec 2016 15-17 Dec 2016 17-19 Dec 2016 

      

Figure S1. Wind roses for the sampling period between October-18, 2016 and December-19, 2016. 
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16-18 Jan 2017 18-20 Jan 2017 20-22 Jan 2017 22-24 Jan 2017 24-26 Jan 2017 26-28 Jan 2017 

      

      
28-30 Jan 2017 30-01 Jan 2017 01-03 Feb 2017 03-05 Feb 2017 05-07 Feb 2017 07-09 Feb 2017 

      

      
09-11 Feb 2017 11-13 Feb 2017 13-15 Feb 2017 15-17 Feb 2017 17-19 Feb 2017 19-21 Feb 2017 

      

      
21-23 Feb 2017 23-25 Feb 2017 25-27 Feb 2017 27-29 Feb 2017 01-03 Mar 2017 03-05 Mar 2017 

      

      
05-07 Mar 2017 07-09 Mar 2017 09-11 Mar 2017 11-13 Mar 2017 13-15 Mar 2017 15-17 Mar 2017 

      

Figure S2. Wind roses for the sampling period between January-16, 2016 and March-17, 2017. 

 

 

S2.   X-ray Fluorescence Results 

Table S1. Quantitative analysis by XRF for TSP, PM2, and PM2.5 at Ilha do Boi (M2) and Enseada do Suá (M1), 

including mean, standard deviation and detection limits in µg m-3. 

Element 

TSP - M1 TSP - M2 PM10 - M1 PM10 - M2 PM2.5 - M1 PM2.5 - M2  DL's 

Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev.   

Concentration in µg m-3 

Cl 5.33 2.50 11.62 7.58 4.45 2.31 7.78 2.94 1.25 0.94 1.85 0.99 
 

0.074 

Na 0.99 0.29 2.55 1.12 0.80 0.25 2.10 0.67 0.30 0.07 0.54 0.20 
 

0.013 

Fe 2.77 1.58 1.31 0.90 0.95 0.40 0.70 0.43 0.14 0.05 0.25 0.51 
 

0.003 

S 1.18 0.24 1.95 0.53 0.92 0.23 1.65 0.40 0.64 0.18 1.05 0.50 
 

0.105 
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Element 

TSP - M1 TSP - M2 PM10 - M1 PM10 - M2 PM2.5 - M1 PM2.5 - M2  DL's 

Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev.   

Concentration in µg m-3 

Al 0.29 0.13 0.14 0.08 0.14 0.06 0.10 0.06 0.03 0.01 0.04 0.05 
 

0.01 

Si 0.89 0.39 0.42 0.21 0.38 0.19 0.29 0.16 0.06 0.03 0.11 0.17 
 

0.006 

K 0.20 0.07 0.26 0.09 0.14 0.06 0.20 0.09 0.09 0.07 0.10 0.11 
 

0.019 

Ca 0.73 0.31 0.45 0.23 0.35 0.18 0.32 0.18 0.07 0.10 0.09 0.20 
 

0.01 

Mg 0.13 0.03 0.31 0.14 0.09 0.03 0.24 0.08 0.03 0.01 0.08 0.08 
 

0.007 

Mn 0.02 0.01 0.01 0.01 0.01 0.00 0.01 0.00 0.00 nd 0.01 0.00 
 

0.003 

Ag 0.04 nd 0.05 0.04 0.05 0.04 0.05 0.02 0.03 nd 0.04 0.02 
 

0.011 

Au 0.00 nd 0.01 0.00 0.01 0.00 0.01 0.00 0.01 nd 0.01 nd 
 

0.024 

Ba 0.08 0.04 0.05 0.02 0.05 0.01 0.04 0.02 0.02 nd 0.02 0.00 
 

0.021 

Br 0.01 0.00 0.02 0.01 0.01 0.00 0.01 0.01 0.01 0.00 0.01 0.01 
 

0.037 

Cu 0.02 0.01 0.01 0.00 0.02 0.01 0.01 0.00 0.01 0.01 0.01 0.00 
 

0.003 

Ce 0.00 nd 0.01 0.01 0.00 nd 0.00 nd 0.01 nd 0.00 0.00 
 

0.003 

Cr 0.01 0.01 0.02 0.01 0.01 0.00 0.02 0.01 0.00 nd 0.01 0.01 
 

0.003 

Cd 0.00 nd 0.01 0.00 0.00 nd 0.01 0.01 0.00 nd 0.01 0.00 
  

Cs 0.03 nd 0.05 0.02 0.04 nd 0.02 0.00 0.04 0.00 0.06 0.02 
 

0.037 

Ge 0.00 nd 0.00 nd 0.00 0.00 0.00 0.00 0.00 nd 0.00 0.00 
 

0.003 

Ga 0.00 nd 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.02 0.02 
  

Hg 0.00 nd 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 
  

Hf 0.00 nd 0.00 nd 0.00 nd 0.00 0.00 0.01 nd 0.02 nd 
  

I 0.00 0.00 0.01 0.01 0.00 0.00 0.01 0.00 0.00 nd 0.01 nd 
 

0.019 

Ir 0.00 nd 0.01 0.01 0.00 nd 0.00 0.00 0.00 nd 0.01 0.01 
  

La 0.00 nd 0.00 nd 0.00 nd 0.00 0.00 0.02 0.01 0.00 nd 
 

0.013 

Lu 0.00 nd 0.01 0.00 0.00 nd 0.01 0.00 0.00 nd 0.00 0.00 
  

Mo 0.00 nd 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.01 
 

0.003 

Ni 0.00 nd 0.01 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00 
 

0.003 

Nb 0.00 nd 0.01 0.00 0.00 nd 0.01 0.00 0.01 0.00 0.01 0.00 
 

0.001 

P 0.06 0.03 0.13 0.06 0.05 0.02 0.09 0.05 0.03 0.01 0.05 0.04 
 

0.009 

Pb 0.00 nd 0.01 nd 0.01 0.00 0.02 0.01 0.02 nd 0.02 0.02 
 

0.01 

Pd 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.00 
 

0.001 

Rb 0.00 nd 0.00 0.00 0.01 nd 0.00 0.00 0.00 nd 0.00 0.00 
  

Sn 0.07 nd 0.08 0.04 0.04 0.01 0.07 0.02 0.00 nd 0.06 0.01 
 

0.02 

Sb 0.08 nd 0.10 0.05 0.04 nd 0.09 0.04 0.05 nd 0.12 0.09 
 

0.097 

Sr 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 
 

0.003 

Se 0.00 nd 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 
 

0.003 

Ti 0.06 0.02 0.02 0.01 0.02 0.01 0.01 0.01 0.01 nd 0.03 0.03 
 

0.004 

Th 0.00 nd 0.01 0.00 0.00 nd 0.01 0.00 0.00 nd 0.01 0.00 
  

Tl 0.00 nd 0.01 0.01 0.00 0.00 0.00 nd 0.00 nd 0.00 0.00 
  

U 0.00 nd 0.00 0.00 0.00 nd 0.01 0.00 0.00 nd 0.01 0.00 
  

V 0.01 nd 0.00 0.00 0.01 0.01 0.00 nd 0.01 0.01 0.01 0.00 
 

0.005 

W 0.00 nd 0.01 nd 0.00 nd 0.01 0.01 0.00 nd 0.04 0.05 
  

Y 0.00 nd 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 
 

0.008 

Zn 0.03 0.02 0.02 0.00 0.02 0.01 0.01 0.00 0.01 0.00 0.01 0.01 
 

0.006 

Zr 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
  

EC 2.01 1.78 1.03 0.99 2.14 0.98 1.17 0.68 1.33 0.74 0.83 0.53 
 

0.02 

OC 1.68 1.78 1.45 1.28 1.73 1.24 1.31 0.83 1.16 1.10 1.15 1.19 
 

0.02 

nd: Element not detected 
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S3. Resonant Synchrotron X-Ray Diffraction  

Figure S3 shows the test conducted at LNLS adjusting the energy at 6.5 and 7.0 keV. Resonant Sr-XRD 

analysis shows that at 7 keV, energy close to absorption edge of iron (7.112 keV), peaks associated to 

Fe2O3 show a decrease in intensity (Figure S3a). However, as expected, setting the energy at 6.5 keV, 

away from the absorption edge of Fe, there is an increasing in the intensity of the peak due to larger 

scattering (Figure S3b), resulting in better resolution and intensity. This is an unequivocal proof we 

identify the Fe2O3 compound. It is clearly noted the same behavior in Figures S3(c and d). In this case, 

the compound BaTiO3 show better resolution of the major peaks at 2.81 Å and 2.82 Å when energy was 

set at 7.0 keV (Figure S3c), energy further away from the absorption K-edge of Ti (4.9664 keV), and the 

L-edge of Ba (5.2 to 6.0 keV). Indeed, at 6.5 keV, there is only one peak at 2.818 Å, in which can be 

mistakenly attributed to carbon (PDF – 46-943). 

  

  
Figure S3. RSr-XRD spectra of: (a) Fe2O3 spectra with energy at 7 keV; (b) Fe2O3 spectra with energy at 6.5 keV; 

(c) BaTiO3 spectra with energy at 7 keV; (d) BaTiO3 spectra with energy at 6.5 keV. 

S4.   PM Mass Concentration 

Figure S1 shows the average mass concentration at M1 and M2. At M2 (Figure S1a,b,c), the average 

mass concentration of TSP, PM10 and PM2.5 are, respectively, 50.9, 32.8, and 12.2 µg m-3. The average 

maximum values are always associated to NNE winds with values of 61.5, 39.8, and 13.9 µg m-3, 
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respectively for TSP, PM10 and PM2.5. From NNE of RGV is located the Tubarão Complex, as shown in 

Figure 1a (red rings S1 to S7) and in Figure S1b (red dots as point sources), that can be contributing for 

the increase in PM mass concentrations at M2. At M1 (Figure S1d,e,f). the average mass concentration 

of TSP, PM10 and PM2.5 are, respectively, 44.0, 21.5, and 8.9 µg m-3. Opposite to M2, the maximum 

values at M1 show distinct behavior related to the diameter of the PM. At M1, TSP shows higher average 

concentration associated to NNE winds with value of 65.5 µg m-3), and NNW winds with value of 61.1 

µg m-3. PM10 and PM2.5 show higher average mass concentration associated to NNW winds with values 

of 31.6 and 14.9 µg m-3, respectively. From NNW are the main traffic roads in RGV (Figure 1c) with 

large vehicular flux. Another significant contributor during the sampling period located NNW of M4 was 

a sanitation and paving working site at Leitão da Silva Avenue. The results indicate that M1 and M2 are 

distinctly affected by different predominant sources of PM. M2 area is predominantly affected by 

industrial activities from Tubarão Complex, while M1 area is affected by both industrial and vehicular 

sources for TSP and PM10. Although, PM2.5 seems to be more affected by vehicular emissions from 

NNW. 

Ilha do Boi station (M2) 

 
(a) TSP (b) PM10 (c) PM2.5 

   
   

Enseada do Suá station (M1) 

 
(d) TSP (e) PM10 (f) PM2.5 

   

Figure S3. Average concentration by prevailing winds for TSP, PM10 and PM2.5 at Ilha do Boi and Enseada do 

Suá stations. 
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Table S2.  Specific markers of TSP, PM10 and PM2.5 samples at M1, including their intensities by wind speed. 

M1 - Enseada do Suá station 

Crystalline Phase 
Sr-XRD Peaks 

TSP PM10 PM2.5 

Intensity (%) Intensity (%) Intensity (%) 

(Å) (2θ) N ENE SSE NW N ENE SSE NW N ENE SSE NW 

α-Fe2O3 
1.48 73.2 30.5 66.1 10.8 21.5 16.9 13.9 4.5 12.1 15.3 13.6 - - 

1.45 75.1 35.2 26.1 11.4 27.9 16.6 13.8 4.1 12.7 12.5 12.9 - - 

Metallic Fe 
1.97 53.4 11.0 12.1 - 6.8 4.4 4.9 - - - - - 7.9 

1.84 57.5 16.2 18.5 - 12.3 8.0 10.6 - - - - - 14.6 

FeS2 2.45 42.2 9.6 8.6 6.1 - - 7.2 15.1 5.6 - 7.7 6.1 - 

BaTiO3 
2.83 36.5 24.1 15.6 21.3 15.8 8.6 13.3 21.9 19.9 - - - - 

2.82 36.6 29.6 32.4 24.1 41.5 37.0 38.0 35.4 36.9 - - - - 

EC (Graphite) 3.35 30.6 12.9 12.4 22.3 17.0 - - 6.3 7.2 - - - - 

 

Table S3.  Specific markers of TSP, PM10 and PM2.5 samples at M2, including their intensities by wind speed. 

M2 - Ilha do Boi station 

Crystalline Phase 
Sr-XRD Peaks 

TSP PM10 PM2.5 

Intensity (%) Intensity (%) Intensity (%) 

(Å) (2θ) N NE S N NE S N NE S 

α-Fe2O3 
1.48 73.2 8.4 11.0 4.3 7.7 4.7 3.7 11.8 8.7 - 

1.45 75.1 6.3 13.4 4.3 5.6 5.0 3.8 12.1 6.7 - 

Metallic Fe 
1.97 53.4 3.4 3.9 - 3.8 2.9 - 7.6 3.9 - 

1.84 57.5 6.5 4.6 - 4.1 4.1 - 12.1 5.6 - 

FeS2 2.45 42.2 3.6 6.6 3.1 3.0 6.6 7.6 13.2 - - 

BaTiO3 
2.83 36.5 8.3 9.8 28.7 10.6 24.0 21.5 - - - 

2.82 36.6 70.1 31.9 26.9 22.9 54.2 30.6 - - - 

EC (Graphite) 3.35 30.6 - - - - - - - - - 

 

RSr-XRD analysis identified NaCl, iron-based compounds, oxides, silicates, nitrates, chlorides, sulfates, 

phosphates, organics and carbonaceous compounds. NaCl and iron-based compounds are the most 

abundant among all crystalline compounds (Figure S4a, b). Among the Fe crystalline phases were found 

hematite (α-Fe2O3), maghemite (γ-Fe2O3), goethite (FeOOH), magnetite (Fe3O4), CaFe2O4, FeMnO3, 

metallic iron (Feº), FeS2, FeSi, FeTi, and K2Fe2O4. Among the iron-based compounds, hematite (α-

Fe2O3) was found to have the highest concentration, followed by Fe3O4. BaTiO3 appears consistently in 

all PM classes indicating a non-directional source. Sulfates, (NH4)3Fe(SO4)3 and FeAl2(SO4)4, 

phosphates such as NH4Ca2P3O10 and a few species of nitrates (KNO3, NH4NO3, and Na2N2O2), and 
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chlorides as NH4ClO4 are also present in PM, and this group comprehends the secondary particles (Figure 

S4a, b). EC is present in all PM classes, although other carbonaceous species such as CaCO3 was also 

found. SiO2, K4Ca(SiO3)3, CaMgSiO4, Fe2(SiO4), and Al2(SiO4)O (Figure S4a, b) were the identified 

silicates, all associated with crustal sources (Niu et al., 2016; Owoade et al., 2015). 

 

 

Figure S4. Quantification of crystalline phases at (a) M1 and (b) M2. 

S6. Other Fe-rich Markers 

Goethite (FEOOH) and magnetite (Fe3O4) are iron oxides referred to as constituents of red soils (Fabris 

et al., 1997). Fe3O4 presented concentrations below 2% at both M2 and M1. Despite previous studies 

reporting the presence of FeOOH in TSP associated to soil and industrial sources in the RGV (de Souza 

et al., 2002, 2000, 1998), no evidence was found suggesting the presence of FeOOH in PM at both M1 

and M2. Powder X-ray diffraction patterns of FeOOH (PDF#29-713) show the most intense peak at 

4.1830 Å, which was not found in all PM RSr-XRD spectra (Tables S2 and S3 in Supplementary 

Material). This might be due to the concentrations been below the detection limit, or the absence of this 

iron oxide phase in PM. The latter hypothesis is likely since the predominant mineralogical constituents 

of iron ores are α-Fe2O3, martite and kenomagnetite (Rosière and Chemale Jr, 2000).  

TSP and PM10 RSr-XRD spectra suggest the presence of maghemite (γ-Fe2O3) with the three major peaks 

at distance of 2.52 Å, 1.48 Å and 1.61 Å (PDF#24-0081). Either γ-Fe2O3 and Fe3O4 have the same three 
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major peaks, therefore, the attribution of γ-Fe2O3 as a PM component must be treated with caution. In 

Brazil, γ-Fe2O3 is reported to be a constituent of Itabirito amphybolytic iron ore, a type of iron ore from 

Sistema Sudeste mines (Rosière and Chemale Jr, 2000). Besides, γ-Fe2O3 can be produced during 

oxidative reactions by the decomposition of both Fe3O4 (Jiang et al., 2008), and pyrite (Linak et al., 

2007). Such oxidative processes are found in pelletizing, sintering, and coke plants as intermediary 

phases of steel and pellets production. γ-Fe2O3 is also described as a constituent of PM from exhaust 

pipes (Revuelta et al., 2014), its presence in the RGV was only associated to prevailing winds from NE 

quadrant (industrial park direction). The absence of γ-Fe2O3 in PM associated to NW and S winds is an 

indicator that vehicular sources are not a representative source of γ-Fe2O3 in the RGV since the main 

traffic roads in the RGV are located in the NW and S quadrant of the sampling sites (Figure 1a, c). The 

results suggest that all contribution of γ-Fe2O3 can be account for the main chimneys of pelletizing, 

sintering, coke plants, and iron ore stockpiles of the Tubarão Complex. 

The oxide K2Fe2O4 was identified in all PM classes (TSP, PM10 and PM2.5). The two major peaks related 

to K2Fe2O4 are 2.81 Å and 1.62 Å. Those two K2Fe2O4 major peaks are overlapped by NaCl, which has 

the most intense peak at 2.81 Å and the third more intense peak at 1.62 Å. The presence of NaCl in large 

scale in RGV make it impossible to use those peaks as markers of biomass burning. However, in cities 

far from the contributions of marine source, perhaps its use may be considered. The presence of K2Fe2O4 

was considered in this work due to the significant concentration of potassium in RGV (see Table 1). 

Furthermore, the combustion of biomass can lead to reaction between KCl and Fe2O3 forming K2Fe2O4 

and Cl2 (Cha and Spiegel, 2004), which can also explain the high Cl/Na ratio in RGV. Sintering is another 

process that can lead to the formation of K2Fe2O4, since that process is rich in K and Cl, as reported by 

Guo et al. (2017). 

S7.   Non-markers identified crystals  

S7.1.   Si-Rich Markers 

Silicates found by Sr-XRD spectra are composed by SiO2, K4Ca(SiO3)3, MgSiO3, and Fe2(SiO4). Among 

them, K4Ca(SiO3)3, MgSiO3 are predominant, indicating that clay minerals (soil) are dominant over 

quartz (beach sand). Due to many possible combinations among crustal elements and the uncountable 

variation in stoichiometry, there was not a single peak or group of peaks that could be used as markers 

for this group of sources. 
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10. APPENDIX C 

 

Inorganic and Organic Markers for the Apportionment of Highly Correlated Sources of 

Particulate Matter 

 

S1. Chemical analysis 

Table S1. Average concentration (µg m-3) of elemental analysis by X-ray fluorescence of PM10 and PM2.5 at M1 

and M2, including the standard deviation (µg m-3) and the respective limits of detection. 

Element 
PM10 - M1 PM10 - M2 PM2.5 - M1 PM2.5 - M2  DL's 

Average St. Dev. Average St. Dev. Average St. Dev. Average St. Dev.   

 µg m-3 

Cl 4.448 2.310 7.784 2.940 1.252 0.935 1.852 0.989  0.074 

EC 2.141 0.975 1.174 0.683 1.334 0.739 0.832 0.533  0.120 

OC 1.734 1.244 1.311 0.826 1.157 1.097 1.150 1.189  0.095 

Na 0.798 0.250 2.105 0.673 0.298 0.071 0.544 0.197  0.013 

Fe 0.954 0.402 0.699 0.429 0.145 0.053 0.247 0.514  0.003 

S 0.916 0.233 1.651 0.405 0.640 0.184 1.046 0.500  0.105 

Al 0.137 0.062 0.103 0.060 0.026 0.011 0.037 0.055  0.010 

Si 0.384 0.186 0.287 0.162 0.064 0.028 0.106 0.172  0.006 

K 0.138 0.063 0.202 0.089 0.095 0.070 0.101 0.111  0.019 

Ca 0.347 0.178 0.317 0.177 0.074 0.103 0.086 0.198  0.010 

Mg 0.094 0.029 0.242 0.078 0.030 0.009 0.084 0.082  0.007 

Mn 0.012 0.004 0.008 0.003 0.001 0.000 0.005 0.004  0.003 

Ag 0.052 0.039 0.046 0.019 0.032 0.017 0.036 0.019  0.011 

Ba 0.050 0.011 0.044 0.017 0.019 0.029 0.018 0.001  0.021 

Br 0.006 0.002 0.013 0.007 0.005 0.003 0.008 0.008  0.037 

Cu 0.016 0.007 0.007 0.005 0.013 0.008 0.006 0.004  0.003 

Ce 0.000 0.000 0.005 0.008 0.006 0.014 0.003 0.001  0.003 

Cr 0.014 0.004 0.018 0.008 0.001 0.003 0.011 0.012  0.003 

Cs 0.045 0.023 0.021 0.005 0.042 0.005 0.063 0.020  0.037 

I 0.005 0.000 0.013 0.004 0.005 0.002 0.006 0.002  0.019 

Ir 0.000 0.000 0.004 0.002 0.003 0.009 0.008 0.010   

La 0.000 0.000 0.005 0.001 0.018 0.005 0.000 0.000  0.013 

Ni 0.003 0.000 0.005 0.000 0.004 0.002 0.007 0.004  0.003 

P 0.049 0.017 0.092 0.052 0.027 0.011 0.053 0.039  0.009 

Pd 0.012 0.006 0.008 0.003 0.012 0.010 0.011 0.003  0.001 

Sn 0.044 0.015 0.067 0.019 0.000 0.000 0.061 0.010  0.020 

Sb 0.041 0.011 0.093 0.044 0.048 0.017 0.120 0.091  0.097 

Sr 0.006 0.004 0.009 0.003 0.006 0.002 0.006 0.004  0.003 

Ti 0.024 0.009 0.014 0.008 0.009 0.005 0.027 0.030  0.004 

V 0.010 0.008 0.000 0.000 0.006 0.008 0.006 0.004  0.005 

Zn 0.017 0.008 0.009 0.004 0.009 0.004 0.010 0.009  0.006 
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Table S2. Average concentration (pg m-3) of PAHs by GC-MS of PM2.5 and PM10 at M1 and M2. 

 
M1 M2  

PM2.5 PM2.5-10 PM2.5 PM2.5-10 

Nap 35.48 5.31 34.61 1.32 

Acy 77.41 1.19 91.37 2.71 

Ace 6.59 2.22 57.72 20.80 

Flu 23.53 4.36 175.14 1.31 

Phe 20.55 3.06 146.60 2.49 

Ant 2.66 1.22 189.30 4.11 

Flt 22.47 5.38 41.52 2.41 

Pyr 4.93 1.45 2.96 0.56 

BaA 0.61 0.15 6.29 0.35 

Chr 1.23 0.35 32.23 1.91 

BbF 1.82 5.42 22.64 2.33 

BkF 0.87 0.17 1.72 0.88 

BaP 1.61 0.54 2.81 <LQ 

DahA <LQ <LQ <LQ <LQ 

IcdP <LQ <LQ <LQ <LQ 

BghiP <LQ <LQ 30.57 <LQ 

Total 199.76 30.81 835.49 41.17 

% Total PAHs 86.6 13.4 95.3 4.7 

LQ: Limit of Quantification 

S2. Pollutant Roses 

S2.1.   EC and OC Pollutant Roses 

In fact, higher contribution of EC is associated to NE quadrant winds at M2 (Figures S2b and S2d), where 

a coke plant is found. Figures S2a and S2c show high contribution of EC associated to NNE winds, 

although, EC associated to NW quadrant and South-southeast (SSE) winds are slightly larger. The results 

infer that the likely sources of EC at M2 is a coke plant located NE of RGV, while M1 receive similar 

contributions of EC from industrial and vehicular/resuspension sources. 

In Figure S2, higher OC concentrations in PM10 and PM2.5 at M1, ranges from 2 µg m-3 to 4.5 µg m-3, 

always associated to NW quadrant winds. This finding suggests vehicles as the predominant source of 

OC at M1 for both PM10 and PM2.5, which is in agreement with the literature (Cheng et al., 2015; Kim 

and Hopke, 2008; Owoade et al., 2016; Thorpe and Harrison, 2008). The exception is at M2, in which 

OC in PM10 and PM2.5 show similar concentrations associate to winds from NE and S quadrant (1.1 µg 

m-3 to 1.6 µg m-3), and lower concentrations associated to winds from NW quadrant. This suggests that 

M2 is affected by OC emissions from S quadrant of RGV, and by emissions from NE quadrant of RGV. 

South of M2 is Vila Velha, a city with a fleet of 200 thousand vehicles, which is the likely source of OC 

from S of M2. OC is also reported in the literature as marker of coal burning and sintering (Y. Guo et al., 
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2017; Vossler et al., 2016). Northeast of M2 is located steel industry with units of coke and sinter 

production, in which is the likely source contributing for the OC at M2. 

(a) PM10 – M1 (b) PM10 – M2 

  EC  OC EC OC 

                   
  

(c) PM2.5 – M1 (d) PM2.5 – M2 

  EC OC EC OC 

                   
  

Figure S2. Pollutant roses of EC and OC in ng m-3: (a) PM10 at M1; (b) PM10 at M2; (c) PM2.5 at M1; and (d) PM2.5 

at M2. 

 

S2.2   Fe Pollutant Roses 

Figure S3 shows that Fe in both PM10 and PM2.5 is predominantly associated to winds from NE quadrant 

at both M1 and M2. At M1, PM10 show higher Fe concentration (about 1.1 µg m-3) associated to N-NNE 

and E winds (Figure S2a), while at M2, higher Fe concentration is associated to N-NNE-NE winds 

(Figure S3b). Lower Fe concentrations in PM10 are associated to West-Northwest (WNW) and South-

southeast (SSE) winds. PM2.5 and PM10 shows similar behavior regarding the directionality of the Fe, 

although, at M2, Fe concentrations associated to winds from NE quadrant are doubled compared to M1. 

Fe is reported in the literature as marker for different sources, such as crustal (Harrison and Smith, 1992; 

Tecer et al., 2012; J. Wang et al., 2016), industrial, including sintering, pelletizing and steelmaking (Y. 

Guo et al., 2017; Owoade et al., 2016, 2015), sea port (Choi et al., 2013), and vehicular - exhaust and 

break abrasion (Karnae and John, 2011; Thorpe and Harrison, 2008; Viana et al., 2008a) (See Table S1). 
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PM10 PM2.5 

(a) Fe – M1 (b) Fe – M2 (c) Fe – M1 (d) Fe – M2 

    
  

Figure S3. Pollutant roses of iron (Fe) in ng m-3: (a) PM10 at M1; (b) PM10 at M2; (c) PM2.5 at M1; and (d) PM2.5 

at M2. 

Due to generalized presence of Fe as constituent of several process and sources, attributing Fe based only 

in the literature without a previous study of the directionality can lead to wrong interpretation of the 

predominant source in the region. The results suggest large contribution of Fe from sources N-NE of M1 

and M2. The pelletizing and steel industries are located N-NE of the sampling sites, these industries 

handle large daily amounts of iron ore, pellets, sinter, pig iron, and steel. Therefore, those activities are 

likely to be the predominant source of Fe at both M1 and M2. 

The pollutant roses show that despite the fact that  M1 and M2 are closely located (less than 1.5 km) 

(Figure 1a), the sources affecting each location are well distinct. While M1 is predominantly affected by 

both industrial and vehicular/resuspension sources, M2 is predominantly affected by emissions only from 

the industries.  
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S3. PMF Factors - PM10 at M1 

  

  

  
Figure S4. Source apportionment of PM10 at M1 by PMF. 

  

  

  

 
Figure S5. Source apportionment of PM10 at M2 by PMF.
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S4.  Literature review of chemical markers for Receptor Models 

Table S3. List of more recent articles on source apportionment using PMF as a receptor model. including the main chemical species used in factors 

interpretation. 

Sources Na Ca Al Si Mg Mn K Cl P Ba Br Fe S Cu Sn Zn Ti As Se Mo Cd Pb Ni Sb Sr Cr V Ce NO3 SO4 NH4 EC OC Location PM Classes References 

Crustal                       

(fugitive 
dust/Soil/Road 

traffic) 

                                 China PM2.5 Zou et al., 2017 
                                 Czech Rep. PM2.5 Vossler et al., 2016 
                                 China TSP Wang et al., 2016 
                                 China PM2.5 Niu et al., 2016 
                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                 USA PM2.5 Kotchenruther 2016 
                                 Hong Kong PM10-2.5|PM2.5 Cheng et al., 2015 
                                 Turkey PM10-2.5|PM2.5 Tecer et al., 2012 
                                 Texas PM2.5 Karnae 2011 
                                 U.K. PM Harrison e Smith,  1992 
                                 Review Review Viana et al., 2008 
                                 Croatia PM2.5 Ivosevic et al., 2015 

Sea/Mixed 
Salt 

                                 China TSP Wang et al., 2016 
                                 USA PM2.5 Kotchenruther 2016 
                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                 Texas PM2.5 Karnae 2011 
                                 Review Review Viana et al., 2008 

Secondary 

Aerosol 

                                 China PM2.5 Zou et al., 2017 
                                 USA PM2.5 Kotchenruther 2016 
                                 China TSP Wang et al., 2016 
                                 Hong Kong PM10-2.5|PM2.5 Cheng et al., 2015 

SOA                                  Texas PM2.5 Karnae 2011 

Coal Burning 

                                 China PM2.5 Zou et al., 2017 
                                 China TSP Wang et al., 2016 
                                 China PM2.5 Niu et al., 2016 
                                 Czech Rep. PM2.5 Vossler et al., 2016 
                                 Nigeria PM2.5 Owoade et al., 2015 
                                 Turkey PM10-2.5|PM2.5 Tecer et al., 2012 
                                 Review Review Viana et al., 2008 

Biomass 
Combustion 

                                 China PM2.5 Zou et al., 2017 
                                 USA PM2.5 Kotchenruther 2016 
                                 Czech Rep. PM2.5 Vossler et al., 2016 
                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                 Hong Kong PM10-2.5|PM2.5 Cheng et al., 2015 
                                 Korea PM2.5 Choi et al., 2013 
                                 Turkey PM10-2.5|PM2.5 Tecer et al., 2012 
                                 Texas PM2.5 Karnae 2011 
                                 China PM2.5 Zou et al., 2017 
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Sources Na Ca Al Si Mg Mn K Cl P Ba Br Fe S Cu Sn Zn Ti As Se Mo Cd Pb Ni Sb Sr Cr V Ce NO3 SO4 NH4 EC OC Location PM Classes References 

Fuel oil 

combustion 
(ship/marine 

vessels) 

                                 China TSP Wang et al., 2016 
                                 USA PM2.5 Kotchenruther 2016 
                                 Hong Kong PM10-2.5|PM2.5 Cheng et al., 2015 
                                 Korea PM2.5 Choi et al., 2013 
                                 Texas PM2.5 Karnae 2011 
                                 U.K. PM Harrison e Smith,  1992 

Industrial 

(generalized) 

                                 China PM2.5 Zou et al., 2017 

,                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                 Czech Rep. PM2.5 Vossler et al., 2016 
                                 USA PM2.5 Kotchenruther 2016 
                                 China TSP Wang et al., 2016 

Pigment 
production 

                                 China TSP Wang et al., 2016 

Non-ferrous 

metal 

                                 China TSP Wang et al., 2016 
                                 Nigeria PM2.5 Owoade et al., 2015 
                                 Hong Kong PM2.5 Ho et al., 2006 

Metal 

extraction 
                                 U.K. PM Harrison e Smith,  1992 

Sintering 
                                 China TSP Guo et al., 2017 
                                 Czech Rep. PM2.5 Vossler et al., 2016 

Pelletizing                                  China TSP Guo et al., 2017 

Iron 

steelmaking 

                                 China TSP Guo et al., 2017 
                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016, 2015 

Smelting 

furnace 
                                 China TSP Wang et al., 2016 

Scrap                                  Nigeria PM10-2.5|PM2.5 Owoade et al., 2016, 2015 

Ceramic                                  Brazil SPM Santos et al., 2017 

Construction 
                                 Algeria TSP Bouhila et al., 2015 
                                 Argentina PM2.5 Achad et al., 2014 

Cement                                  USA PM2.5 Kotchenruther 2016 

Sea Port                                  Korea PM2.5 Choi et al., 2013 

Vehicular 

(generalized) 

                                 China PM2.5 Zou et al., 2017 
                                 China TSP Wang et al., 2016 
                                 USA PM2.5 Kotchenruther 2016 
                                 Korea PM2.5 Choi et al., 2013 
                                 Review Review Duan et al., 2013 
                                 Turkey PM10-2.5|PM2.5 Tecer et al., 2012 
                                 Texas PM2.5 Karnae 2011 
                                 Review Review Viana et al., 2008 
                                 Hong Kong PM2.5 Ho et al., 2006 
                                 U.K. PM Harrison e Smith,  1992 
                                 Argentina PM2.5 Achad et al., 2014 

Fuel additives                                  Review Review Duan et al., 2013 

Lubrificating 
oil 

                                 Korea PM2.5 Choi et al., 2013 
                                 India PM10|PM2.5 Srimuruganandam e Nagendra 2012 
                                 Croatia PM2.5 Ivosevic et al., 2015 



164 

 
Sources Na Ca Al Si Mg Mn K Cl P Ba Br Fe S Cu Sn Zn Ti As Se Mo Cd Pb Ni Sb Sr Cr V Ce NO3 SO4 NH4 EC OC Location PM Classes References 

                                 Review Review Duan et al., 2013 

Diesel 
exhausts 

                                 Hong Kong PM10-2.5|PM2.5 Cheng et al., 2015 
                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                   Srimuruganandam e Nagendra 2012 

Rubber                                  Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 

Brakes 

                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                 Review Review Duan et al., 2013 
                                 Review Review Thorpe e Harrison, 2008 

Tire wear 

                                 Nigeria PM10-2.5|PM2.5 Owoade et al., 2016 
                                 Hong Kong PM2.5 Ho et al., 2006 
                                 Review Review Duan et al., 2013 
                                 Review Review Viana et al., 2008 
                                 Review Review Thorpe e Harrison, 2008 

 

 

 

 

 

 


