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Abstract

In the last four decades, special interest has been taken in exploring the char-
acteristics of the optical environment for sensing, giving rise to what would now be
one of the largest applications of well-known optical fibers, generally employed to
transmit data at high rates. Sensing temperature, pressure, liquid level, deforma-
tion among other physical parameters employing optical fibers has become not only
a growing branch of research but also a business competing with well-established
electrical sensors in the industry. Optical fiber sensors have all the inherent char-
acteristics of a fiber optic cable, such as electromagnetic immunity, small size and
weight, multiplexing, and so on. These exclusive features have made fiber sensors
so versatile as to become a transformative technology by enabling several industrial
processes to be carried out with a higher degree of security. Nowadays, there are sev-
eral types of optical sensors, these include fiber Bragg grating sensors, Fabry-Perot
sensors, interferometric sensors, distributed sensors, polarimetric sensors, polymer
fiber sensors, and several others. This immense diversity allows these sensors to be
applied in biomedicine, military defense systems, structural health monitoring of
bridges, oil wells downhole, pipelines, power transmission lines, and so on. However,
to operate properly, theses sensors require adequate processing so that the informa-
tion measured by them is extracted in the best possible way. In this perspective,
this thesis describes a set of signal processing techniques developed for these sen-
sors. The contributions described here cover two classes of optical sensors: Raman
distributed temperature sensors and interferometric sensors. For the former one, a
method to detect and measure small temperature events on a scale of a few cen-
timeters, as well as a theoretical analysis of the receiver these sensors to improve
its sensitivity through hardware modifications are presented. Furthermore, for the
latter, a linearization technique is developed to improve its linearity and operation

range.

Keywords: Optics, signal processing, computational modeling, optical fiber sen-
sors, Raman distributed temperature sensors, spontaneous Raman scattering, inter-

ferometric fiber sensors.



Resumo

Nas tltimas quatro décadas, especial interesse tem sido dado a exploracao das
caracteristicas do ambiente 6ptico para sensoriamento, dando origem ao que hoje
seria uma das maiores aplicacoes das bem conhecidas fibras 6pticas, geralmente em-
pregadas para transmitir dados & altas taxas. O sensoriamento de temperatura,
pressao, nivel de liquido, deformacao, entre outros parametros fisicos que empregam
fibras oOpticas, tornou-se nao apenas um ramo crescente de pesquisa, mas também
uma atividade comercial concorrente com sensores elétricos bem estabelecidos na
industria. Os sensores de fibra Optica tém todas as caracteristicas inerentes de um
cabo de fibra optica, como imunidade eletromagnética, tamanho e peso reduzidos,
multiplexacao, etc. Estas caracteristicas exclusivas fizeram os sensores em fibra tao
versateis que se tornaram uma tecnologia transformadora possibilitando que diversos
processos industriais sejam executados com maior grau de seguranga. Hoje em dia,
existem varios tipos de sensores Opticos, estes incluem sensores de rede de Bragg
em fibra, Fabry-Perot, interferométricos, distribuidos, polarimétricos, de fibra de
polimero, e varios outros. Essa imensa diversidade permite que esses sensores sejam
aplicados em biomedicina, sistemas de defesa militar, monitoramento da integri-
dade estrutural de pontes, pocos de petroleo, oleodutos, linhas de transmissao de
energia e assim por diante. Entretanto, para operar adequadamente, tais sensores
requerem processamento adequado para que as informagoes por eles medidas sejam
extraidas da melhor maneira possivel. Nessa perspectiva, esta tese descreve um
conjunto de técnicas de processamento de sinais desenvolvidas para esses sensores.
As contribui¢oes descritas aqui cobrem duas classes de sensores Opticos: sensores
distribuidos de temperatura baseados em Raman e sensores interferométricos. Para
o primeiro, é apresentado um método para detectar e medir pequenos eventos de
temperatura em uma escala de poucos centimetros, bem como uma anélise tebrica
do receptor desses sensores para melhorar sua sensibilidade por meio de modifica¢oes
a nivel de hardware. Além disso, para este tltimo, uma técnica de linearizagao é

desenvolvida para melhorar sua linearidade e faixa de operacao.

Palavras-chave: Optica, processamento de sinais, modelagem computacional,
sensores em fibras opticas, sensores distribuidos de temperatura baseados em Ra-

man, espalhamento Raman espontaneo, sensores interferométricos em fibra.
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Chapter 1

Introduction

1.1 Overview

Optical fibers are recognized among the top innovations of the twentieth century,
and Sir Charles Kao, a visionary enthusiast who championed their use as a medium
for communication operations, received the 2009 Nobel Prize in Physics [1|. Optical
fiber communications have become a vital backbone of today’s digital world and
internet infrastructure, making it possible to transmit large volumes of data over
long distances with high integrity [2-4]. In effect, most of the world’s data stream
nowadays is as light photons in a global network of optical fiber cables. As the optical
fiber industry turned fifty in 2016, the field might be middle-aged, but much more
progress and societal benefits are expected of it. What has made optical fibers and
fiber-based telecommunications so effective and pervasive in contemporary society?

It is its intrinsic characteristics and abilities that make it so versatile and very
powerful as an enabling and transformative technology. Among their features, we
have their electromagnetic immunity, low attenuation, intrinsic safety, small size,
and weight, capability to perform multi-point and multi-parameter sensing remotely,
and so on [5, 6]. Optical fiber sensors hold these same qualities. Initially, optical
sensor devices were just laboratory investigations and simplified proof-of-concept
demonstrations [7]. Nowadays, however, optical fiber sensors are providing a mas-
sive impact and economic transformations in industrial sensing, biomedical applica-
tions, as well as in military and defense operations, and have spanned applications
as diverse as oil well downhole pressure sensors to intra-aortic catheters [8-14]. Par-
ticularly, this doctoral thesis will present a set of investigations based on signal
processing and computational modeling to improve the performance of two classes
of optical fiber sensors: Raman-based distributed temperature sensors (RDTSs) and

interferometric fiber sensors (IFSs).
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1.2 Optical fiber waveguides

Optical fibers are dielectric waveguides with a cylindrical structure constituted of a
central core with radius a and refractive index n; surrounded by an outer cladding
with radius b and refractive index ny lower then n; as illustrated in Figure 1.1. Since
the fiber core has a higher refractive index than the surrounding fiber cladding,
the light ray is confined and guided into the fiber core through the total internal
reflection principle, in which the incidence angle 6 at the core-cladding boundaries

is large than the critical angle [6]:

.1 [ N2
= = . 1.1
0. = sin <n1> (1.1)

() )

N, 0N LS
’ N 0 7 N L, <
N, ’ pJ ’
~ ’ S ’
Y NP X P Core
L2 SN

Cladding light ray

Figure 1.1: Optical fiber waveguide showing the core of refractive index nj, surrounded
by the cladding of slightly lower refractive index ng. (a) Cross-section. (b) Longitudinal
section illustrating the transmission of a light ray in a perfect optical fiber.

The light ray exhibited in Figure 1.1(b) is a simplified representation generally
used to illustrate the fundamental transmission properties of optical fibers. It must
also be noted that the light transmission illustrated in Figure 1.1(b) considers a per-
fect optical fiber and that any discontinuities or imperfections at the core—cladding
interface would probably result in refraction rather than total internal reflection,
with the subsequent loss of the light ray into the cladding. In principle, the light
wave travels in both the core and the cladding allowing that part of associated
energy to decay to a negligible value at the cladding—air interface [6].

Also, it may be observed in Figure 1.1(b) that the light ray enters the fiber core
at an angle ¢ to the fiber axis. In general terms, any rays which are incident into the
fiber core at an angle greater than ¢ will be transmitted to the core-cladding inter-
face at an angle less than 6., and will not be totally internally reflected. Moreover, if

an incident ray at an angle greater than ¢, it will be refracted into the cladding and
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eventually lost by radiation. Hence ¢ is the maximum angle to the axis at which
light may enter the fiber in order to be propagated, and is often referred to as the
acceptance angle for the optical fibers.

Another relevant concept concerning light propagation in an optical fiber is the
number of modes that are allowed to propagate in it. Maxwell’s equations applied
to the propagation of light waves in an optical fiber reveal that only a restricted
number of transverse electromagnetic field patterns are allowed to propagate in it.
A fiber that guides just the fundamental mode is denominated single-mode fiber
(SMF), while if it supports also other high-order modes then the fiber is designated
multi-mode fiber (MMF) [6]. The parameter that determines the number of guided
modes propagating in optical fiber for each given wavelength X is the denominated
V' parameter, described by [6]:

21a

For an optical fiber to be single-mode it is required to fabricate it with a V' value
lower than 2.405. However, it is important to notice that the number of modes
in fiber is wavelength-dependent, and for a given fiber, the wavelength at which
high-order modes cease to propagate is denominated the cut-off wavelength [5, 6].

In terms of the manufacture of optical fibers, it can be highlighted here that
low-loss optical fibers are currently made from high-silica glasses, i.c. a mixture of
glasses consisting essentially of fused silica, to which other materials are added to
raise or lower the refractive index. Germania, phosphorus pentoxide, and (less com-
monly used) alumina raises the refractive index, whereas fluorine reduces it. These
additives also modify other properties of silica, such as its softening temperature,
expansion coefficient, dispersion, stress-optical effect, attenuation, and susceptibility
[15-19].

Although silica was well known for its low attenuation, the breakthrough in
fiber fabrication emerged with vapor deposition processes, such as chemical vapor
deposition [20], flame hydrolysis [21], and plasma deposition [22|, which all allowed
the glasses to be synthesized directly into a starter rod (known as a preform) that
could be drawn straight into a fiber with minimal intermediate manipulation. The
fiber glasses are produced by oxidizing starting halide materials that are liquid and
can be purified to a high degree through bulk chemical processing. The vapor
deposition methods enable the extreme purity of the starting materials and of the

oxygen used in the chemical process to be preserved in the glass that is produced.
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Employing the modified chemical vapor deposition process technique, an optical
fiber with a loss as low as 0.2 dB/km at 1550 nm was produced in 1979 [23]. How-
ever, even this fiber had an impurity level sufficient to cause an absorption peak of
approximately 10 dB/km at 1380-1390 nm. In the following years, improved pu-
rity in the manufacturing process and changes in fiber design led to commercially
available fibers guaranteed to provide a loss of 0.15 dB/km [24], with typical peaks
at 1380-1390 nm just a few tenths of 1 dB/km. Some commercially available fibers
exhibit essentially no discernible absorption at 1380-1390 nm. These optical fibers
are now widely used in the development of several optical devices with applications

in communications and sensing operations.

1.3 Optical fiber sensors

Optical fiber sensors are devices that use light to convey the information which
they sense. A typical optical fiber sensor system consists of the sensor itself that
is probed by an input light which it modifies in accordance with the value of the
measured physical parameter. The system also comprises an optical fiber within a
transit cable that carries the input light to the sensor and send the modulated light
from the sensor to the interrogator through a patch panel that houses the connectors
or splices. The interrogator is the optoelectronic equipment that releases an input
light and converts the returned light into an electrical signal which is processed to
produce the output of the sensor device. This sensor is designed to respond only
to the expected parameter of interest and ideally not at all to any other external
influence. Besides, the transit cable, that carries the input light and the returning
optical signal, should protect the fibers from external influence and from damage
caused by the environment |7].

In the early 1970s, significant advancements were made in optical fiber tech-
nology for the telecommunications field, including low loss fibers [25], stable laser
diodes working at room temperature |26], and a better understanding of the design
of the signal transmission. This progress directed to pioneering ideas concerning
using this same technology for physical [27-30] and chemical [31] sensing. Several
approaches were proposed by the scientific community at the time, demonstrating
that optical fibers could be also employed as sensor devices for a broad diversity
of physical and chemical parameters. The continuity of this research also revealed

that many attributes of the light traveling inside an optical fiber cable could be used
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in the sensing assignment, including its intensity [32], polarization [33|, phase [34],
propagation time [30], optical spectrum [35] and coherence [36].

Consequently, a promising sensing optical fiber technology emerged, capable to
provide compact, lightweight sensors that could be developed to match a wide va-
riety of operating areas, power, and environmental restrictions. In particular, the
ability of optical sensors to carry the information in the optical domain from hostile
conditions to the interrogating electronics positioned in a more favorable location
allowed the evolution of sensors operating in high-temperature circumstances, for
instance, in borehole industrial installations [37].

Moreover, the electrically inactive optical fibers enabled sensors to be installed
inside high-voltage transformers and power energy cables and consequently allowed
low-cost monitoring of these expensive structures [38, 39]. On this scale, optical
fiber sensors are frequently relatively expensive as individual elements but are cost-
effective when all features of the sensor device are considered. Optical fiber sensors
can be also built to be insensitive to electromagnetic interference, and still, sob
different configurations, they are used as current [40, 41| or voltage [42, 43| sensors.

Optic fiber sensors can be either intrinsic Figure 1.2(a) or extrinsic Figure 1.2(b).
In intrinsic sensors, the light stays inside the optical fiber throughout the sensor de-
vice and is modulated within the fiber, for example, by induced loss, changes to its
spectrum or polarization, and so on. On the other hand, in extrinsic sensors, the
sensor is a bulk-optic device, such as an electro-optic crystal, or a strain-birefringent
element located between crossed polarisers; in another example, it might be a flu-
orescent element that absorbs input light from the fiber and re-emits fluorescent
light at a distinct wavelength that is collected by the transit fiber and taken to the
interrogator component |7, 44-47].

As more approaches and applications for optical fiber sensors began to emerge on
a larger scale, the issue of their cost has become even more concerned. Using these
sensors in applications that required a high installation cost, such as monitoring
hostile environments, was one of the strategies adopted at the beginning of the
development of this technology in order to obtain a better understanding of how
to make progress with this sensor technology. However, in most applications, the
optical sensors were extremely expensive so they proved to be unattractive and
not competitive compared to cheaper and more well-established technologies that
are already available in the industry. This led to new investigations that proposed

multiplexing several optical sensors in a single fiber cable [48-51] and sharing the
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Figure 1.2: Illustration of optical fiber sensors (a) Intrinsic sensors. (b) Extrinsic sensors.

interrogator among many sensing points, thus reducing the cost per point of the
sensor equipment. In addition, the possibility of installing control room wiring for
optical sensors has made it possible to significantly reduce their cost and now place
them at a competitive level, and even attractive in many cases.

Multiplexed fiber sensors acquired acceptance in applications where an array of
sensors in well-defined positions were required, such as hydrophone arrays for naval
sonar operations: these devices demand repeated measurement points at specified
locations, normally on a linear array or two-dimensional grid [7]. Nevertheless, in
the multiplexed sensing approach, mapping the entire spatial profile of a physical
parameter, without any a priori information of the form of the distribution requires
an unreasonable number of sensing points, principally where the spatial frequency
of the information could be very high. For example, the current-carrying capacity
of the buried energy cable is determined by the temperature of its hottest point. If
the width of the hot spot is as short as 1 to 2 meters depending on the dimensions
of the conductors, it will be necessary to correctly detect these short hot spots for a
long-buried cable of length, e.g. 10 km, about 10000 sensing points. However, this
monitoring can be accomplished with a spatial resolution of the order of 1 meter if

a distributed optical fiber sensor is employed [52].
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Last but not least, the main aspects of the performance of optical fiber sensors
are described by [7]:

e The physical parameter resolution. It is the ability of the sensor to distin-
guish small changes in the value of the quantity that is measured. In general,
the physical parameter resolution is a function of location because the signal
measured by the sensor is increasingly attenuated with increasing the distance

along the sensing fiber.

e The spatial resolution. In the case of a distributed sensor, the spatial resolution
is the ability to distinguish the value of the measured parameter at closely
spaced locations, calculated by as the distance over which the sensor output
corresponding to transition estimated between 10% and 90% of the signal.
However, it is important to emphasize here that there is another way to define
this parameter, taking into account the pulse width of the laser source used.
In general, if the spatial features of the physical parameter resolution are finer
than the spatial resolution of the sensor equipment, crucial details of the signal

measured by the sensor will be completely lost.

e The range. It is the maximum length of sensing fiber that can be measured.
The range parameter is associated with the cumulative loss to the most remote
point to be sensed and a system specification can be based on a maximum fiber

length with a defined maximum loss per unit length.

e The measurement time. It is the time taken by the sensor device to acquire the
readings for all points in the sensing fiber to achieve the stated measurement
resolution. In long fiber sensors, the weaker signals from the remote end will
be below the noise level, and it is common to apply considerable averaging
to improve the signal-to-noise ratio (SNR). In this context, signal averaging
means making repeated measurements of the backscatter signal and summing
the results point-by-point along the fiber. Assuming that the noise is uncorre-
lated between successive acquisitions, the SNR improves in proportion to the
square root of the number of accumulated waveforms. However, this action

considerably increases the measurement time.
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1.4 Motivation

Several industrial applications require precise, robust, and highly reliable sensors.
Many accidents even with fatal victims could have been avoided if an adequate
monitoring system was employed. Particularly in Brazil, two of the biggest industrial
disasters have occurred a few years ago. The first one was the Fundao dam failure
in the subdistrict of Bento Rodrigues, 35 km from the municipality of Mariana in
Minas Gerais State on November 5, 2015 [53]. The failure of this dam is considered
the industrial disaster that caused the greatest environmental impact in Brazilian
history and the largest in the world involving tailings dams. Also, more than 40
million m? of tailings reached one of the main hydrographic basins covering several
municipalities, many of which supply their population with this water. The other
accident was the collapse of the dam in Brumadinho, Minas Gerais on January 25,
2019, which is considered the biggest work accident in Brazil in terms of loss of
human life [54]. Several other accidents around the world in tunnels [55], pipelines
[56], oil platforms [57], and mines [58] could also be mentioned. In this perspective,
the need to develop better monitoring technologies is an indispensable issue. To
concentrate attention on this problem, this doctoral research had the main purpose
to develop solutions based on signal processing for optical fiber sensors making them

more precise and with more possibilities of application.

1.5 Organization of the thesis

The contributions of this doctoral research cover two classes of fiber sensors: RDTSs
and IFSs. In this way, for the presentation of this thesis, a text composed of five
chapters was elaborated. Initially, this chapter 1 is dedicated to presenting the
basic concepts of optical fiber sensor devices, the motivation for carrying out this
research work, the structure of this thesis, the publications generated, and the main
achievements.

Subsequently, the chapters 2 and 3 gathers all investigations carried out with
the RDTS. A proposal for the high precision detection of small temperature events
on the scale of a few centimeters is presented in chapter 2. For this end, not only a
2D reconstruction of the temperature profiles measured by the sensor equipment is
performed, but also an empirical model is developed that allows correcting the sensor

response with an accuracy of 98.22%. Furthermore, a theoretical analysis of the
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receiver of these sensors to improve its sensitivity through hardware modifications
is presented in chapter 3.

Besides, chapter 4 introduces a linearization technique for IFSs. Experimental
validations are presented for angle and liquid level measurement IFSs. The results
show that our linearization technique is capable to improve not only the linearity,
but also the operating range of existing IFSs. Finally, the final considerations of the

thesis and perspectives for future works are discussed in chapter 5.

1.6 Publications

In the time frame of the thesis, 16 journal papers, and 6 conference papers were
published. These publications include those related to the thesis theme and the

other ones from collaborations and parallel researches.

1.6.1 Journal articles

[1] Luis C. B. Silva, Jorge L. A. Samatelo, Marcelo E. V. Segatto, Joao P. Bazzo,
Jean C. C. Silva, Cicero Martelli, and Maria J. Pontes, “NARX neural network

model for strong resolution improvement in a distributed temperature sensor,” Ap-
plied Optics, vol. 57, no. 20, pp. 5859-5864, July, 2018.

[2] Luis C. B. Silva, Yuli A. A. Pizarro, Mariana A. Vieira, Jair C. C. Freitas,
Marcelo E. V. Segatto, Maria J. Pontes, and Carlos. E. S. Castellani, "All-Fiber
Erbium-Doped Q-Switched Laser With Recycled Graphite Oxide," IEEE Photonics
Technology Letters, vol. 31, pp. 1713-1716, September, 2019.

[3] Luis C. B. Silva, Yuli A. A. Pizarro, Mariana A. Vieira, Jair C. C. Freitas,
Marcelo E. V. Segatto, Maria J. Pontes, and Carlos E. S. Castellani, "Stable dark
pulses produced by a graphite oxide saturable absorber in a fiber laser cavity," Ap-
plied Optics, vol. 58, pp. 9297-9304, November, 2019.

[4] Luis C. B. Silva, Lorenzo B. Scandian, Marcelo E. V. Segatto, and Carlos E. S.
Castellani, "Optical spectral intensity-based interrogation technique for liquid-level

interferometric fiber sensors," Applied Optics, vol. 58, pp. 9712-9717, December,
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2019.

[5] Luis C. B. Silva, Rodolpho L. Silva, and Carlos E. S. Castellani, "2D denoising
technique for the linearization of interferometric fiber sensors," Applied Optics, vol.
59, pp. 3038-3042, April, 2020.

[6] Luis C. B. Silva, Eduarda P. Silva, Felipe R. Audibert, and Carlos E. S. Castel-
lani, "Simulation solution for single and cascaded multi-wavelength Brillouin fiber
lasers based on an analytical model," Optical Fiber Technology, vol. 59, p. 102317,
October, 2020.

[7] Luis C. B. Silva, Bruna. D. M. Lopes, Maria J. Pontes, Isidro M. Blanquet,
Marcelo E. V. Segatto, Carlos A. F. Marques, "Fast decision-making tool for moni-
toring recirculation aquaculture systems based on a multivariate statistical analysis,"
Aquaculture, vol. 530, p. 735931, January, 2021.

[8] Luis C. B. Silva, Patrick. M. Ciarelli, Jean C. C. Silva, Igor B. V. Costa, Marcelo
E. V. Segatto, Maria J. Pontes, and Carlos E. S. Castellani, "Detection of multiple
small temperature events simultaneously on a distributed temperature map," I[FEE
Sensors Journal, vol. 21, no. 4, pp. 4582-4589, February, 2021.

[9] Bruna D. M. Lopes, Luis C. B. Silva, Isidro M. Blanquet, Pétia Georgieva, and
Carlos A. F. Marques. "Prediction of fish mortality based on a probabilistic anomaly
detection approach for recirculating aquaculture system facilities," Review of Scien-
tific Instruments, v. 92, n. 2, p. 025119, February, 2021.

[10] Luis C. B. Silva, Carlos. A. F. Marques, Marcelo E. V. Segatto, and Maria
J. Pontes. "Stable self-pulsing regime in a Brillouin ring fiber laser cavity," Laser
Physics, v. 31, p. 102484, April, 2021.

[11] Luis C. B. Silva, and Carlos. E. S. Castellani. "Numerical analysis of the
pump’s spectral linewidth impact on single and multi-wavelength Brillouin fiber
lasers," Laser Physics, v. 31, p. 055104, April, 2021.
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[12| Luis C. B. Silva, Carlos. E. S. Castellani, Marcelo E. V. Segatto, and Maria
J. Pontes. "Analytical investigation of the receiver for Raman-based distributed

temperature sensors," Optical Fiber Technology, v. 63, p. 102484, May, 2021.

[13]| Luis C. B. Silva; Bruna D. M. Lopes, Isidro M. Blanquet, and Carlos A. F. Mar-
ques."Gaussian Distribution Model for Detecting Dangerous Operating Conditions

in Industrial Fish Farming". Applied Sciences, v. 11, p. 5875, June, 2021.

[14] Luis C. B. Silva; Carlos E. S. Castellani. "Recent progress in optical dark pulses
generation based on saturable absorber materials". Optical Fiber Technology, v. 64,
p. 102560, July, 2021.

[15] Luis C. B. Silva; Caio M. Santos; Marcelo E. V. Segatto; Maria J. Pontes.
"Long-haul propagation analysis of dark pulses employing an optical recirculating

fiber loop technique". Optics Communications, v. 495, p. 127070, September, 2021.

[16] Rui Min; Xuehao Hu; Luis Pereira; M. Simone Soares; Luis C. B. Silva; Guo-
qing Wang; Luis Martins; Hang Qu; Paulo Antunes; Carlos A. F. Marques, Xiaoli
Li, "Polymer optical fiber for monitoring human physiological and body function: A

comprehensive review on mechanisms, materials, and applications". Optics & Laser
Technology, v. 147, p. 107626, November, 2021.

1.6.2 Conference papers

[1] Luis C. B. Silva, Helder R. O. Rocha, Carlos E. S. Castellani, Marcelo E. V.
Segatto, and Maria J. Pontes, “Improving Temperature Resolution of Distributed
Temperature Sensor Using Artificial Neural Network”, in International Microwave
and Optoelectronics Conference (IMOC), Aguas de Lindéia, SP/Brazil, August,
2017.

[2] Luis C. B. Silva, Marcelo E. V. Segatto, and Maria J. Pontes, “Characteriza-
tion of Raman Distributed Temperature Sensor Receiver,” in 18 SBMO - Simpdsio

Brasileiro de Microondas e Optoeletronica e 13 CBMAG - Congresso Brasileiro de
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Eletromagnetismo (MOMAG), Santa Rita do Sapucai, MG /Brazil, August, 2018.

[3] Luis C. B. Silva, Jorge L. A. Samatelo, Marcelo E. V. Segatto, and Maria J.
Pontes, “Influence of the Thermal Effect on the DTS Calibration”, in Optical Sen-
sors and Sensing Congress, San Jose, California/USA. Optical Society of America,
June, 2019.

[4] Luis C. B. Silva, Jorge L. A. Samatelo, Marcelo E. V. Segatto, and Maria J.
Pontes, “Adaptive Data Compression Method for Distributed Temperature Sensors”,
in Second Latin American Workshop on Optical Fiber Sensors (LAWOFS), Rio de
Janeiro, RJ/Brazil, July, 2019.

[5] Luis C. B. Silva, Igor B. V. Costa, Jean C. C. Silva, Jorge L. A. Samatelo, Marcelo
E. V. Segatto and Maria J. Pontes, “Distributed Sensor Calibration by Gaussian Ap-
proximation”; in International Microwave and Optoelectronics Conference (IMOC),

Aveiro, Portugal, November, 2019.

[6] Luis C. B. Silva, Carlos E. S. Castellani, Marcelo E. V. Segatto, and Maria J.
Pontes, “High accuracy hot spot size estimation technique for Raman Distributed

Temperature Sensors”, in International Microwave and Optoelectronics Conference

(IMOC), Aveiro, Portugal, November, 2019.

1.7 Main achievements

In the author’s opinion, the main scientific contributions reported in this thesis

within the scope of optical fiber sensors are the following:

e The development of a technique to estimate the hot spot size for RDT'Ss.

e The development of a signal processing technique that allows correcting the
temperature reading of RDTSs for hot spots smaller than the equipment’s

spatial resolution.

e Realization of an analytical study of an RDTS receiver that addresses possible

directions to improve the sensitivity of this sensor device.
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e The development of a linearization technique for interferometric fiber sensors

to increase its linearity and operation range.

Throughout the doctorate of the author which originated this thesis, other in-
vestigations/studies outside the main scope of this thesis were carried out from the
author’s interest. These parallel investigations to the central theme of this thesis
provided other scientific contributions to fiber laser devices and the fish farming
industry as can be seen in the list of publications. Specifically, the main scientific

contributions not directly related to the theme of this thesis are:

e The development of a decision-making tool for monitoring recirculation aqua-

culture systems based on a multivariate statistical analysis.

e The development of a simulation solution for single and cascaded multi - wave-

length Brillouin fiber lasers based on an analytical model.

e Experimental study of the use of graphite oxide as a saturable absorber ma-
terial for the generation of pulses in Q-Switched regime and dark pulses as

well.



14

Chapter 2

Detection of small distributed temperature events

2.1 Overview

Measuring temperature is essential in many industrial applications not only to pre-
serve equipment lifespan but also for security reasons. One solution that has grown
exponentially in recent years due to its distributed measurement capability is the
RDTSs that enable the temperature to be mapped at several points along tens of
kilometers of fiber optic cables. In spite of being a technology already present in
the industry, it shows no sign of abating with progress being achieved in basic inter-
rogation, accuracy improvements, and novel applications. Currently, the scientific
literature in the area of distributed temperature sensing exhibits a consistent body
of knowledge based on the solutions that allow temperature measurements with
high precision and resolution. However, these approaches fail in situations when the
temperature event is less than the equipment’s spatial resolution, so that it can-
not be detected correctly. In this perspective, we propose in this chapter an image
processing technique applied to the temperature profile generated by these sensors
that will allow circumventing this bottleneck of RTDS technology. As a result, the
simultaneous detection and correction of hot spots of sizes ranging from 15 m to 3
cm are achieved experimentally with 98.22% accuracy. These results obtained here
place the RDTS technology at a new level of applicability, in which new industrial

applications can be developed.

2.2 Theoretical background

2.2.1 Spontaneous scattering in optical fibers

Light scattering is a secondary electromagnetic wave that originates from the inter-

action of a light wave with the atoms and molecules that constitute a medium. The



Chapter 2. Detection of small distributed temperature events 15

optical fiber is a non-homogeneous medium so that light scattering processes in it
are due to small variations in density, random ordering of the molecules, and the
presence of dopants in the material that constitutes the fiber. Besides, light scatter-
ing processes can occur spontaneously when the scattered light does not significantly
alter the property of the medium, and in a stimulated regime, otherwise [59]. In
other words, the evolution from spontaneous to stimulated scattering corresponds
to a transition of the medium response from a linear to a nonlinear regime.

When high-intensity light interacts with the molecules that make up the optical
fiber material, energy exchanges will occur between the photons of the incident light
and the molecules of this material (usually fused silica). These energy exchanges
generate new electromagnetic fields with different frequencies that propagate in all
directions [59]. If the frequency of the scattered light is less than the frequency
of incident light (downshifted), the scattering process absorbs energy. This implies
that the molecules in the medium absorbed energy from the photons of the incident
light, producing scattered photons with less energy. This scattering effect gives rise
to spectral components called Stokes [59]. On the other hand, if the scattered light
has a higher frequency than that of the incident light (up-shifted), the molecules in
the medium will give part of their energy to the photons of the incident light. This
causes photons with greater energy to be generated. This scattering effect gives rise
to spectral lines called anti-Stokes [59].

In these cases where there are frequency shifts of scattered light, the scattering
process is called inelastic, such as Raman and Brillouin scattering. On the other
hand, if there is no change in the frequency of the scattered light when compared
to that of the light incident on the fiber, the scattering is called elastic, such as
Rayleigh scattering. The Raman, Brillouin, and Rayleigh light scattering processes
currently have a wide variety of applications in the field of photonics. Particularly
in the sensing scenario, the exploration of these effects enabled the development
of optical fiber sensor technologies to measure several physical parameters, such as
temperature, strain, and vibration. These spectral features of Raman, Brillouin,
and Rayleigh scattering are illustrated in Figure 2.1.

Specifically, the Rayleigh scattering is a linear scattering process in that the
scattered power is proportional to the incident power. Also, no energy is transferred
to the glass in Rayleigh scattering. It is associated with non-propagating density
variations [60]. When the probe signal is coherent, the Rayleigh backscatter changes

and it becomes sensitive to temperature and strain [59]. A practical demonstration
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Figure 2.1: Spectral features of Raman, Brillouin and Rayleigh scattering.

of the sensitivity of the backscatter intensity in coherent optical time-domain reflec-
tometry was published in 1994 [61]. Distributed acoustic or vibration sensing based
on Rayleigh scattering has seen a rapid increase in research and commercial interest
since about 2005, and the technology and its applications are progressing rapidly,
with applications in intrusion detection of pipelines [62], seismic monitoring [63],
subsea cable condition monitoring [64], among others [65, 66].

Brillouin scattering is a process that emerges from the interaction between an
incident wave and thermally driven material-density fluctuations that travel at the
speed of sound, i.e. hypersonic acoustic waves. In glasses, the Brillouin scattering is
sensitive to strain and temperature in its frequency. Thus, the capability to measure
the frequency shift of the Brillouin scattering has enabled distributed sensing tech-
nology to provide strain as well as temperature measurements. Some interrogation
methods enable the strain and temperature to be determined independently [67].
Also, stimulated Brillouin scattering can be employed in sensing; indeed, the first
published Brillouin sensing approaches were based on stimulated Brillouin scatter-
ing |68, 69]. The signal obtained in this case is a measure of the gain (or loss) in the
interaction of two counter-propagating waves. This has led to some configurations
where the signals interact only over very short distances, and, as a result, spatial
resolutions in the millimeter range have been demonstrated [70]. Additionally, the
very narrow linewidth of the Brillouin process permits optical amplification [71],

and heterodyne techniques to be employed for improving the signal quality. This
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has enabled Brillouin measurements to be carried out over extremely long distances
[72].

In the case of Raman scattering, the light interacts with molecular vibrations, for
example, stretching modes between atoms [73| within the molecule, i.e. the molec-
ular vibration causes a fluctuation of the polarisability at the vibrational frequency
which is then periodically different from that of other parts of the medium, result-
ing in scattering. Specifically, the amplitude of the anti-Stokes spectral component
of Raman scattering is sensitive to temperature variations. However, variations in
intensity in the anti-Stokes component that are not due to changes in temperature
may occur, making it impossible to use Raman scattering properly for temperature
sensing |7]. To solve this problem, some proposals have been developed. The most
traditional one is to use the Stokes component of the Raman scattering as a refer-
ence signal to cancel the power losses resulting from the attenuation of the signal
in the fiber and take the anti-Stokes/Stokes ratio to obtain the correct temperature
information.

As part of this doctoral thesis is focused on the study of temperature sensors
based on Raman light scattering on optical fibers, the entire approach from that
point forward that will be presented in this chapter 2 and chapter 3 will be dedicated
to discussing how this effect can be employed in the development of optical fiber

sensors for distributed temperature measurements.

2.2.2 Spontaneous Raman scattering

Initially, it is important to emphasize that Raman scattering is a different process
from the fluorescence phenomenon. Despite both processes transforming part of the
incident light into a new wavelength band, in the fluorescence process, the photon
energy is utilized to move an electron from a low-energy state to a meta-stable,
higher-energy state within the electronic structure of an atom or a molecule. In this
way, the fluorescence process relies upon the presence of an absorption band that
is fixed in the spectrum. On the other hand, in Raman scattering, the emission
band tracks the incident light by a fixed frequency shift that is independent of the
wavelength of the incident light. Besides, the time scales are considerably different:
fluorescence decay times can be very slow in glasses (in the microseconds to mil-
liseconds scale); in contrast, the Raman response is on the order of femtoseconds
[7].



Chapter 2. Detection of small distributed temperature events 18

It is quite common to confuse these two processes because Raman scattering is
sometimes defined by reference to a virtual state to which the molecule transitions
from a vibrational state before quickly releasing the energy by going back to another
vibrational state. However, this virtual state does not report in general (The ex-
ception being resonance Raman scattering [73|) to a real electronic transition of an
atom, as would be the case for fluorescence. Raman and fluorescence are therefore
very different phenomena.

Another point of great relevance to be discussed here is that although Raman
scattering involves some form of nonlinearity due to the frequency shift of scattered
light, in most of the temperature sensors based on Raman scattering, the Raman
process is linear in the sense that the scattered power is proportional to the incident
power. Nonlinear (stimulated) Raman scattering also exists, but it is not commonly
employed as a sensing mechanism. The onset of stimulated Raman scattering fre-
quently restricts the amount of power that can be launched as a probe, and this
effect limits the performance of RDTSs |7].

The Raman process results in a frequency shift, with the resulting wavelengths
of the anti-Stokes (Aas) and Stokes (Ag) Raman scattered light dependent on the
probe wavelength. Their relation to the incident light at wavelength A is as follows

for wavelengths expressed in meters and frequency shift vg expressed in cm™ [7]:

0.01
Mg = —o (2.1)
% +vp
0.01
As = gor (22)
o R

As an example, the wavelength shifts correspond to vz = 440 cm~ work out
at about 35, 50 and 100 nm for probe wavelengths of 904, 1064 and 1550 nm,

respectively.

2.2.3 Raman-based distributed temperature sensors

RDTSs belong to the class of distributed measurement fiber optic sensors that ex-
ploit spontaneous Raman scattering to obtain temperature information at several
points along the entire length of a fiber optic cable [74-76]. Contrasted to other
distributed fiber optic sensors |77, 78|, RDTSs has no cross-sensitivity with strain
variations. This unique feature justifies its powerful presence for temperature mea-

surements in different applications such as hydrologic systems [79], hydroelectric



Chapter 2. Detection of small distributed temperature events 19

generators stators [80], water leakage in dikes [81], oil depots [82], oil and gas wells
[83], energy efficiency of buildings [84], heatsinks [85], nuclear reactors [86], tunnel
fire detection [87], detection and fire extinguishing systems in aircraft [88], geological
repositories for nuclear wastes [89], gas pipelines [90], power transmission lines [91],
power transformers windings [92|, solar ponds [93], ice caves |94], sewers [95], air

temperature measurements in the atmospheric boundary layer [96], fractured rock

aquifers [97], among others.
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Figure 2.2: Raman distributed temperature sensor scheme.

RDTSs employ the optical fiber cable itself as a sensor element, requiring no
transducers along the entire optical path. Its basic operating principle is to launch
light pulses into the optical fiber to generate the backscattered Raman spectrum
[59], as depicted in Figure 2.2. The anti-Stokes and Stokes components contained
in this spectrum are collected and processed in separate physical channels (with
dedicated optical filters and detectors) to construct the temperature profile along
the entire length of the fiber since the anti-Stokes component is considerably more
sensitive to temperature variations than the Stokes component [7]. The temperature

T (z) along the sensing fiber is obtained by the ratio between the intensity of the
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anti-Stokes and Stokes components (I45/Is), according to the expression |7]:

1 1 kg
T(z) Tres B h.vR.cln (R(2) +

kp
h.vg.c

/z (aAS (z') — Qg (z'))dz/, (2.3)

Zref

with:

R(2) = eap (h':jc < Tjﬁf - Tb)) X eap <_ [ (eas () ~as (z/))dz’> 24

Zref

where h is Planck's constant, ¢ is the speed of light in vacuum, kg is the Boltzmann's

constant, vy is the Raman shift expressed in cm™?.

The coeflicients a45 and ag
represent the attenuation at the anti-Stokes and Stokes signals, respectively. 2. is
the end of the reference coil, i.e. the start of the sensing fiber. T,..; is the reference
temperature (either stabilized or simply monitored) that makes it possible to carry
out the sensor calibration process. And z is the position vector along the sensing
fiber.

The ratiometric approach described by equations 2.3 and 2.4 enables parame-
ters like the pulse energy, the capture fraction, and the attenuation at the probe
wavelength to be canceled. However, the differential attenuation is not precisely
determined. This parameter arises from the fact that the anti-Stokes and Stokes
of Raman scattering have different wavelengths and therefore are attenuated differ-
ently along the fiber. Consequently, an inaccurate estimation of this differential loss
can bias the temperature measurement of the RDTS equipment, because it is not
possible to separate the effect of temperature from that of differential attenuation.

Giesen et al. [98] proposed to access both ends of the optical fiber simultaneously
in a double-ended configuration in order to correct the effects caused by the differen-
tial attenuation. However, this proposal finds its limitations, since it assumes that
the losses in the fiber are uniform and constant along the entire length of the fiber.
Where the fiber losses are not uniform (caused by splices, sharp bends, pinching, or
differential stress on the fiber), the double-ended measurement is not able to correct
the differential loss.

Looking for a solution to the differential loss that takes into account non-uniform
losses, Lee et al. [99] used two light sources in which their wavelengths are selected
such that the anti-Stokes component of the primary light source coincides in wave-

length with the Stokes component of the secondary light source. Such a method
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enables a corrected attenuation profile, which results in a correct temperature mea-
surement. Nevertheless, in double-ended configurations the sensor range is reduced
by half, and in the approach presented at [99] the cost and complexity of the sensor
is higher due to the employment of two laser sources.

The performance of RDTSs is determined by the temperature resolution, spatial
resolution, range and by the response time (measurement time) to achieve the stated
measurement resolution [7|. The spatial resolution denoted by dz can be described
as the distance over which the sensor output corresponding to transition estimated
between 10% and 90% in the value of the read temperature [7]. It means the
ability of the sensor in measure correctly the value of the temperature at closely
spaced locations, as shown in Figure 2.3. Note that ¢z is not the same as sampling
resolution. This latter is the fiber distance between two samples of the raw analogue
signal. Moreover, §z can be defined mathematically by [7]:

C-T

0z =

2ngy

(2.5)

In this equation, c is the velocity of light in vacuum, 7 is the width of the laser
pulse, and ng, is the group refractive index of the fiber core. Commercial RDTSs
generally employ pulsed lasers with 7 = 10 ns, corresponding to 6z ~ 1 m. On the
other hand, the temperature resolution is the capacity of the sensor to detect small
changes in the measured temperature value. The range of the sensor is the maximum
length of sensing fiber that can be measured, considering the attenuation that the
signal will experience as it propagates inside the fiber. Finally, the measurement
time is the time taken by the system to acquire the readings for all points to provide

the temperature profile along the fiber.
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Figure 2.3: Definition of spatial resolution for Raman distributed temperature sensors.

In this outlook, since the first RDTS system was developed in 1985 [74], many
approaches have been presented to address the challenges of applying Raman scatter-
ing as a temperature sensing mechanism. Most efforts have been put into improving
the spatial resolution [100-104], the accuracy [105-110], and the range [111-115] of
such sensors. In the sequence, we discuss in more detail some of these approaches.

Initially, we can highlight the study carried out by Bazzo et al. in which a signal
processing technique was applied specifically to improve the spatial resolution of
RDTS equipment with the objective of identifying temperature variations in regions
smaller than 1 m. The algorithm used was based on the principle that signals with
excessive and possibly erroneous details have a high total variation. Consequently,
the reduction of the total signal variation tends to be a close match of the original
signal, as it removes unwanted signal information while preserving important details
such as edges. Thus, the regularization by total variation enables preserving edges
while smoothing noise in flat regions, even with a low SNR. The main advantage
of this proposed method is the ability to correctly reconstruct hot regions on the
optical fiber with dimensions up to 15 cm [102].

In the field of temperature safety monitoring, it is very important to quickly lo-
cate the position of temperature anomalies and start to alarm. Also, the multimode
fiber generally employed in RDTS equipment has a certain temperature hysteresis
effect when detecting the surrounding temperature along the sensing fiber, and it

deteriorates the warning time of RDT'S. Focusing attention on this problem, Li et al.
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proposed an RDTS with a heat transfer functional model to perceive the surround-
ing temperature in advance. The experimental results showed that the temperature
change rate of multimode fiber and the surrounding temperature difference holds
a linear relationship after fitting. And this fitting relationship was employed to
perceive the surrounding temperature anomalies along the multimode fiber for the
RDTS system. The experimental results also indicated that the warning-time of
RDTS can be optimized from 23.4 s to 1.3 s at the temperature condition with
60°C. Since this heat transfer function model can quickly perceive the environment
temperature anomalies, this approach can be a promising tool to be applied in the
temperature safety monitoring with high requirements for early-warning time, such
as fire monitoring, power cable safety monitoring, and gas pipeline leakage detection
[109].

Vo et al demonstrated a sub-centimeter spatial resolution RDTS with enhanced
measurcment accuracy and reduced acquisition time. When using in this approach
a chalcogenide fiber for temperature monitoring, the sensor performance was signif-
icantly improved by exploiting the high Raman gain coefficient (4.4x107'2 m/W)
that is two orders of magnitude higher than that of a silica fiber [116]. A temper-
ature uncertainty of + 0.65°C was achieved for a short measurement time of only
5 seconds; whilst the detection uncertainty was less than + 0.2°C for a longer in-
tegration time of 2 minutes. This study also investigated the optimum Stokes and
anti-Stokes spectral bands for optimal sensing performance. Besides, theoretical
analyzes further showed that a small detuning frequency regime from a pump is
more suitable for rapid measurements while a large detuning regime provides higher
temperature resolution [105].

In terms of improving the range of these sensors, we can highlight the study
carried out by Liu et al. that designed and fabricated a graded-index few-mode
fiber with a large effective mode area and low intermodal dispersion for RDTS
equipment to simultaneously achieve high spatial and temperature resolution over
a long distance [113|. In the experiment, the spatial and temperature resolution
of the RDTS was measured using different types of fibers under different launch
conditions based on a commercially available RDTS system. By using the graded-
index few-mode fiber under the overfilled launch condition, it was achieved at 1°C
temperature resolution with a spatial resolution of 1.13 m at the distance of 25 km.
The spatial resolution utilizing the standard multi-mode optical fiber degraded to

2.58 m with only 0.3°C higher temperature resolution in comparison. Moreover, the
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RDTS using the graded-index few-mode fiber under the quasi-single mode operation
condition achieved a temperature resolution of 4.7°C at a distance of 25 km with
a 2.2°C improvement and no degradation on spatial resolution compared with that
using the standard single-mode optical fiber [113].

A long-range fast-measurement RDTS with a meter spatial resolution exploiting
a quasi-periodic pulse-coding technique was introduced by Soto et al. In this study
was experimentally demonstrated the feasibility of temperature sensing over 26 km
standard single-mode fiber with 1 m spatial resolution reaching 3°C of temperature
resolution within 30 s of measurement time. Experimental results employing 1023-
bits codewords were also investigated, revealing a range enhancement over 58 km
distance with 2 m spatial resolution and 4°C of temperature resolution within 5 min
measurement time [112].

In spite of this remarkable progress in the last 10 years, solutions are still lacking
to enable these sensors to be employed to monitor small temperature events over
regions of a few centimeters with hundreds of meters (or kilometers) of operating
range. The main challenge in these cases is not only to detect these small events
but also to measure them with reasonable accuracy. To concentrate attention on
this problem we propose and experimentally demonstrate in this chapter an image
processing technique applied to the temperature profiles generated by the RDTSs
that will enable achieve reliable temperature measurements over regions of short

spatial dimension.

2.3 Developed model

2.3.1 1D to 2D data reconstruction

RDTS systems generate data in only 1 dimension (1D). These data are formed by
temperature profiles T'(z,), also known as temperature traces, where z, : ¢ =1,... .,k
is the position vector in the fiber optic cable. To best take advantage of signal
processing techniques, we initially created a second variable ¢ (time) by considering
successive sequential measurements throughout the acquisition of the temperature
profiles described in section 2.4. After that, a 2D reconstruction is performed by
stacking the temperature profiles in sequence. An image is then created, from which
each pair (¢, z) of time ¢ and position z is associated with one pixel (z,y) of the

image, where = and y are the spatial coordinates of the image. This image can be
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represented by a two-variable function f(z,y) = T(t, z) with values referring to a
1D space. With this 2D representation, we can evaluate the temporal behavior of

hot spots (looking for persistent hot spots) at the same location.

2.3.2 Thresholding-based image segmentation

The next step is to find the hot spots on the temperature image. To this end, we look
for abrupt discontinuities in pixel values, which typically indicate edges. The values
of edges delimit regions on the image where there are rapid changes in temperature,
thus detecting hot spots. That is, the size of each hot spot is determined by the
difference on the spatial axis between the start and the end of the edges detected
on the thermal image. To accomplish this, we apply image segmentation [117-121]
on 2D temperature maps. Specifically, in thermal images, the intensity levels of
pixels belonging to the hot spots are substantially different from the intensity levels
of the pixels belonging to the ambient temperature (background). In this way,
segmentation using threshold becomes a simple but effective approach to segmenting
these images and has therefore been adopted here [122].

Thresholding-based segmentation is an approach widely applied in several cases
of image processing, for instance, in medicine to improve the clinical diagnosis of
ultrasound images [123], in environmental conservation by detecting oil stains from
ships in motion employing radar images [124] and in robotics to detect gesture
movements [125]. To segment the thermal image I formed from the temperature
profiles, we adopt the thresholding approach, in which the pixel values above the
threshold € are considered hot spots and below, the ambient temperature. Initially,
each temperature profile that integrates the thermal image was normalized between

0 and 1. This normalization operation is given mathematically by:

_ T(zk) — min (T (Z(I))
nom max (T (Zq)) — min (T (Zq)) .

After this normalization operation, here denoted by norm, the segmentation of

T () (2.6)

the temperature maps is performed by considering:

S = 1, if I(t,2k),pm > € or 0, otherwise. (2.7)
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Where S is a binary image resulting from segmentation. For the segmentation

to work properly, the € value must satisfy the following requirement:

max <| A (T (Zq)norm)
Az

) < e <max (T (Zk=r)porm)- (2.8)

The inequality on the left side ensures that the value of € is greater than the
noise level in the temperature profile 7'(z), and the inequality on the right side
implies that ¢ must be less than or equal to the maximum temperature in position
Zg—r. This zy—, is the position of the smallest hot spot in the fiber of size d. In
this way, the aforementioned last condition ensures that hot spots of sizes up to d
are detected. Moreover, the noise level, and therefore the threshold value, will vary
depending on the configurations of RDTS equipment used, such as its range. In
our study, we have calculated the noise level from the left inequality in equation
2.8. However, other approaches to calculate the noise level could also have been
used [126-128|. Furthermore, the threshold value must be measured during the
standard sensor calibration routine. After calibration, the threshold value can be
used throughout the operation of the sensor equipment. It is important to highlight
here that if there is no hot spot identified by the segmentation of images, no action

will be taken since the processing is performed only on the detected hot spots.

2.3.3 Measured temperature correction

It is well known that significant errors in temperature measurements can occur if
the hot spot in an RDTS is smaller than the equipment’s spatial resolution |7]. This
is highlighted in Figure 2.4 where the temperature profile obtained from an RDTS
with spatial resolution equal to 1 m, for hot spots of 1 m, 50 cm, 30 cm, 15 cm, 10
cm, and 5 cm is shown. It is important to emphasize that these errors persist even
after applying the equipment’s internal calibration routine, which is a limitation of
the equipment itself.

Furthermore, we have measured the temperature error (which we will denote by
er) of the RDTS equipment as a function of the hot spot (estimated throughout
of the temperature map segmentation). These experimental observations are illus-
trated in Figure 2.5 and show that there is a well-defined relationship between the
er and the size of the hot spot. In this way, it suggests that knowing the size of

the measured hot spot, we can determine what is the associated error er and thus
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Figure 2.4: The response of an RDTS to square hot spots of varying width. From left
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Figure 2.5: Temperature measurement error of the RDTS equipment as a function of the
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degree 2.

correct it. This can be done through a polynomial function that relates these two
quantities as follows:

n
er = a,D" + an_anil + - +a0DO = Z CLij, (29)
j=0
in which n is a non-negative integer and the constants ag,aq,...a,_1,a, are the

coefficients of the polynomial function. While D is the size of the hot spot. The
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value of n is chosen so that D has zero mean and scales it to have unit standard
deviation. The D value is obtained by determining the start and the end of each hot
spot along with the fiber detected during the temperature map segmentation step.
As illustrated in Figure 2.6, the image segmentation allows to determine precisely

the size of the hot spots less than a constant of value -1.
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Figure 2.6: Calculation of the hot spot size by thresholding-based image segmentation for
an RDTS experimental response to square hot spots of varying width.

Some important considerations need to be made here. Initially, we can see in
Figure 2.5 that when the hot spot size is 1 m (equal to the spatial resolution of
the equipment used), a single polynomial function (calibration curve) is sufficient
to correct the measured temperature. However, when temperature events are less
than the spatial resolution of the sensor, more than one calibration curve is required.
These calibration curves can be obtained by varying the temperature throughout
the equipment calibration step, and each of these will be valid for a specific equip-
ment’s operating range. In general, the temperature value measured by the RDTS
equipment is always less than or equal to the true temperature value, so that its cor-
rection is made by adding to this the error given by equation 2.9. Besides, we stress
here that all the considerations addressed in this section are based on the analysis

conducted on the experimental data collected (see section 2.4) in this study.
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2.4 Temperature data acquisition

To validate our approach, we performed temperature measurements over 200 m of a
fiber optic cable using a commercial RDTS model AP Sensing N4385B. A multimode
step-index fiber with 50 pum core diameter and 125 pm cladding diameter was used
here. The RDTS unit employed in the experiments has been configured to deliver
temperature measurements with 1 meter spatial resolution, 1 minute acquisition
time, 15 cm spatial sampling interval and temperature resolution of 0.04°C. The
experiments were conducted to generate different temperature profiles over fiber
length and time simultaneously. FEach of these experiments lasted 100 minutes.
A special stainless steel cover was designed and fixed over the thermal bath to
provide better thermal insulation between the inside of the thermal bath and the
external environment. One small aperture in its center allows the optical fiber to
pass through the cover. Furthermore, the ambient temperature was controlled at

22°C. Our experimental setup is depicted in Figure 2.7.

TCP/TP
oon B8 ‘\_‘ I;B !Ilﬂ
Acquisition Software RDTS unit

Thermal Bath

Figure 2.7: Experimental setup for temperature data acquisition.
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Figure 2.8: Unfolded fiber arrangement inside and outside the thermal bath.

The procedure for generating the temperature profiles was to heat different
lengths of fiber by simultaneously putting them inside of a thermal bath model
LAUDA ECO REA415G, with an operating temperature range of -25°C to 100°C,
stability of 4+ 0.02°C, and total volume of 3.3 L. The same fiber cable went in and
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out of the thermal bath several times, as illustrated in Figure 2.8. This arrangement
allowed the generation of 12 hot spots with sizes of 15 m, 10 m, 5 m, 3 m, 2 m,
1 m, 50 cm, 30 cm, 15 cm, 10 cm, 5 cm, and 3 cm. The temperature throughout
the sensing fiber was measured by the RDTS unit and later sent to the acquisition

software for visualization.

2.5 Results and discussion

In this section, we present our analysis of the temperature maps built from the
temperature profiles measured by the RDTS equipment after applying the processing
proposed in section 2.3. For a better presentation of the results, this section is
divided into two subsections denominated scenario one and scenario two. Each of
them consists of the analysis of different data collected by the RDTS equipment.
The distinction between these data is in the temporal evolution of the temperature,
which is different in each case. That is, the temperature of the thermal bath was
varied as the RTDS equipment collected the data. In scenario 1, the temperature
was reduced from 90°C to 25°C, generating a temperature profile over time, as
shown in Figure 2.11. And in scenario 2 the temperature was alternated between

temperatures of 60°C and 30°C as shown in Figure 2.14.

2.5.1 Scenario one

Figure 2.9 shows the raw thermal image formed from a set of temperature profiles
obtained from different temperaturce and time values. For a better visual perception
of the data, a cool scale is chosen where pixels with darker tones represent distance-
time pairs having a higher temperature. The lines represent the hot spots along
the sensing fiber. Their sizes are of 15 m, 10 m, 5 m, 3 m, 2 m, 1 m, 50 cm, 30
cm, 15 cm, 10 cm, 5 ¢m, and 3 cm starting from the widest to the narrowest one.
The black triangle in Figure 2.9 shows a region of small temperature events. These
events are characterized by small temperature variations over regions of a short
spatial dimension, where the hot spots are not detectable. This is because the size
of the hot spots are much lower than the equipment’s resolution.

To make these hot spots detectable, we apply the methodology presented in
section 2.3. Initially, we segment the thermal image employing the thresholding

method which allows us to locate hot spots and measure their sizes. For each hot
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Figure 2.9: Two-dimensional temperature raw map formed from top view of the measured
temperature profiles as a function of time and distance.

spot detected by the segmentation, we can associate it with an error value in the
temperature measurement given by equation 2.9 that depends on its spatial size.
In this way, whenever there is a detected temperature event, we initially estimate
its spatial size and with this information, we correct its associated temperature
employing the polynomial fitting functions described by equation 2.9. As described
in section 2.3, when the temperature event is less than the spatial resolution of
the sensor, more than one calibration curve is needed to accurately correct the
measured temperature. Here we have generated 10 calibration curves calculated by
equation 2.9 in which each one was obtained at a different temperature. In this
perspective, the temperature in each region of the temperature map is corrected by
dynamically seeking the calibration curve whose calibration temperature is closest
to the measured temperature.

Moreover, we have adopted a time window of 100 min merely to demonstrate the
viability of the method introduced in this study. However, time windows of varying
sizes, as well as the sensor range (which will produce temperature maps of different
sizes) can be changed depending on the application. In circumstances that require a
rapid response (about few seconds) from the RDTS equipment, time windows of the
order of a few minutes can be considered in which a small number of temperature
profiles are employed to build the thermal image. It is also important to point out
that the size of the time observation window can be larger than the size of the time

processing window in order to better visualize the spatial and temporal evolution of
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the detected temperature events.

The temperature map after applying the proposed image processing is depicted
in Figure 2.10, in which temperature variations of 2.78°C can now be correctly
detected over regions smaller than the RDTS equipment’s spatial resolution. More-
over, Figure 2.11 shows in greater detail the temperature correction over time for a
hot spot whose size is 50 cm located at position 126 m on the sensing fiber (see the
seventh horizontal line going from top to bottom of the Figure 2.10). In this case,

the solution agrees quite well with the temperature reference value.
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Figure 2.10: Two-dimensional temperature processed map formed from top view of the
measured temperature profiles as a function of time and distance.

Furthermore, it is very important to highlight that by applying equation 2.8 for
the temperature map we obtained a set of € values, such that 0.15 < ¢ < 0.17.
Here, the value of € inside theses limits was selected by taking the mean value, i.e.
e = 0.16. This fixed value of € proved to be adequate to segment all the thermal
images evaluated in this study. However, other cases with more complex temperature
distributions may require that € be calculated dynamically over time as long as it

meets the condition given in 2.8.

2.5.2 Scenario two

To confirm the generic validity of our model, we apply the same calibration functions
generated to correct the thermal image in Figure 2.9 to a new thermal image whose
temperature profile is different. In this case illustrated in Figure 2.12, when the

acquisition of the temperature profiles reaches 40 min and 80 min, the temperature
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Figure 2.11: Temporal evolution of temperature over the 50 cm hot spot located at position
126 m on the sensing fiber.

is 28.7°C and 30.6°C, respectively. In these two moments, hot spots below 1 m are
not detectable because the temperature variation is very small. Figure 2.13 shows

that our model once again not only detects these small hot spots but also corrects
them simultaneously.
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Figure 2.12: Two-dimensional temperature raw map formed from top view of the measured
temperature profiles as a function of time and distance.

Figure 2.14 display the same temporal analysis presented in Figure 2.11 now
for the temperature map of Figure 2.12 for a hot spot of 50 cm. This result shows
more clearly that our approach agrees very well with the reference temperature even

for data that was not used throughout the calibration step. To quantify the error
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Figure 2.13: Two-dimensional temperature processed map formed from top view of the
measured temperature profiles as a function of time and distance.

of our approach, we have calculated the absolute accuracy (uncertainty) taken as
the standard deviation of the difference between the reference temperature and the

temperature corrected by our model. And we obtain a value of 1.44°C for the hot
spot of 50 cm.
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Figure 2.14: Temporal evolution of temperature over the 50 cm hot spot located at position
126 m on the sensing fiber.

To conclude, Figure 2.15 displays the spatial evolution of a single temperature
profile along with the fiber, corresponding to the acquisition time of 50 min. We
can see here in more detail on how the proposed approach allows us to correct

each hot spot. Although all hot spots have the same temperature, a more realistic
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situation with a complex temperature distribution in which the hot spots do not
have the same temperature, or even change their position, shape and spatial size can
also be considered by adopting a multi-level thresholding-based image segmentation
[129]. It is already expected to be carried out as future development of this study.
Furthermore, a slight fluctuation between the hot spots top can be observed due to
errors introduced by the polynomial fitting given by 2.9. Despite this, a significant
correction in the temperature measurement is achieved mainly for hot spots smaller

than the equipment’s spatial resolution.
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Figure 2.15: Spatial evolution of temperature trace at a specific time of acquisition. The
reference temperature at the hot spots tops was 60°C.



36

Chapter 3

Analytical investigation for RDTS receivers

3.1 Overview

The performance of RDTSs is strongly dependent on the receiver system employed
since the signal carrying the temperature information has extremely low intensity.
Therefore, a noisy receiver can easily generate noise levels that overlap the signal
strength, unable to detect changes in this signal due to temperature variations. The
present chapter will address a theoretical analysis based on the sensitivity of the
signal of interest with temperature to characterize the receiver under performance
requirements. The main contribution of this study is to introduce in the mathe-
matical formalism the term that considers the sensitivity of the signal employed to
measure the temperature. This provides a more accurate way of determining how
to improve the sensor’s accuracy, range, and resolution. Moreover, our analytical
model allows us to relate the components specifications of the electronic circuit of
the receiver to the detected signal magnitude and the desired performance of the

SENnsor.

3.2 Introduction

Recapitulating briely the description in chapter 2, the RDTS is an optical fiber sen-
sor technology applied in monitoring large structures such as mining, oil/gas wells,
power generation and supply plants, pipelines, power transmission lines, among oth-
ers [13, 130, 131]. The great differential of these sensors, when compared with point
sensors, is that they allow monitoring multiple points along with these structures
simultaneously. The RDTS technology employs the optical fiber itself as a sensor el-
ement, requiring no transducers along any optical path. Its basic operating principle
is to send high-power pulses along the fiber to generate a spread spectrum due to the

Raman scattering. The component known as anti-Stokes of this spread spectrum is
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temperature-sensitive. Thus, by measuring the amplitude of this signal along with
the fiber it is possible to raise the temperature profile throughout the fiber length, of
course, respecting a given spatial resolution [13, 130]. A more complete description
of RDTS technology can be found in sections 2.2.2 and 2.2.3 of chapter 2 of this
thesis.

The main limitation of the temperature interrogation mechanism described above
is that the anti-Stokes component presents very low optical intensity, in the order
of 100 nW [59]. Therefore, an inadequate receiver can generate comparable or even
higher levels of noise that can be added to the signal power level itself, impeding
the sensor to properly detect temperature variations. Techniques such as photon
counting [132| coherent detection [133], and spread-spectrum techniques [134] have
been studied in order to improve the receiver sensitivity.

However, as the receivers present in commercial RDTS equipment, or even those
employed in research laboratories, are not ideal to deal with the very low inten-
sity of the anti-Stokes signal that contains the temperature information, the profile
(curve or also called a trace) generated by an RDTS is noisy and distorted. In this
perspective, the academic research has enabled the progress of RDTS technology
through the development and application of signal processing techniques that allow
the extraction of temperature information in the best possible way through different
approaches. Specifically, most efforts have been put into improving the spatial reso-
lution [100-103, 135], the accuracy [87, 105-110, 136-138|, and the range [111-115]
of such sensors. In spite of this remarkable progress in the last 10 years, that con-
stitute the current state of the art for this class of distributed optical fiber sensors,
such approaches are mostly solutions that do not require any changes at the hard-
ware level, and solutions are still lacking to enable these sensors to have a greater
sensitivity. The main challenge in these cases is to properly design a high sensitivity
receiver system. In this way, we believe that the development of a dedicated opti-
cal receiver to be the most suitable direction to enhance the performance of RDTS
technology through hardware investigations.

In this context, this chapter will present an analytical investigation that will
direct the design of the RDTS receiving system front end. Such a model is based
on the sensitivity of the anti-Stokes signal with the temperature and the desired
performance requirements. From this proposed theoretical analysis, it is possible to
identify fundamental requirements to improve the sensitivity and performance of the

receiver, such as minimum allowable SNR, amplification gain, feedback resistance,
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and bandwidth. It is important to emphasize here that the goal of our analytical
model is not to provide fixed optimal values of the parameters that make up the front
end structure of an RDTS receiver. These values will depend on the requirements
of each application. For example, if a particular application requires a distributed
temperature sensor with tens of kilometers of range, the spatial resolution is not the
main concern in this case. However, for long distances, a high SNR is indispensable.
In order to clarify this point, we present in section 3.4.6 of this chapter a case study
in which optimal values of the receiver are obtained with our analytical model. This
case constitutes a long-distance sensing application in which the requirement is to

maximize the range of the RDTS.

3.3 Theoretical background

3.3.1 Basic concepts of optical receivers

The optical receiver is the device that has the greatest importance in RDTS equip-
ment, as it must convert back into electrical form the optical signal generated from
the spontaneous Raman scattering that propagated in the sensing fiber, preserving
the temperature information contained in the optical signal. Its main component
is a photodetector that converts light into electricity through the photoelectric ef-
fect. The requirements for a photodetector for RDTSs are similar to those for a
photodetector employed in telecommunications systems. That is, it must have high
sensitivity, fast response, low noise, and high reliability. Also, its size must be
compatible with the size of the fiber core [6].

The underlying mechanism behind the photodetection process is optical absorp-
tion. Consider the semiconductor slab displayed schematically in Figure 3.1, each
time that a photon is absorbed by the semiconductor an electron-hole pair is gen-
erated if the energy of incident photons exceeds the bandgap energy. In this way,
under the influence of an electric field set up by an applied voltage, electrons and
holes are swept across the semiconductor, resulting in a flow of electric current.

The photocurrent I, is directly proportional to the incident optical power F,.
Thercfore, it can be defined as [6]:

I, = RP,,. (3.1)
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Incident light

Ohmic contact

Figure 3.1: Hlustration of a semiconductor slab used as a photodetector.

R represents the responsivity of the photodetector because more current is pro-

duced at a given input power for larger values of . Also, & can be defined as

[6]:

ng . A
= — N — .2
R 1247 (3:2)
where 7 expresses the quantum efficiency defined as [6]:
Ip/q
= P2 3.3
"= B ] (3.3)

and ¢, f, and \ are the electron charge (~ 1.6 x 1071 (), the frequency and wave-
length of a photon of the incident light, respectively. Also, h is the Planck's constant.
The fact that the responsivity of a photodetector increases with the wavelength, as
shown in equation 3.2 is because more photons are present for the same optical
power. However, this linear relationship with A is not supposed to continue forever
because eventually, the photon energy becomes too small to generate clectrons. In
semiconductors, this happens for hf < E,, where E, is the bandgap. The depen-
dence of 7 on A enters through the absorption coefficient a. If the facets of the
semiconductor slab in Figure 3.1 are assumed to have an antireflection coating, the
power transmitted through the slab of width W is [6]:

Py =e VP, (3.4)
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Also, the absorbed power can be written as:

Paps = Py — Py = [1 - e_aW]Pin' (35)

Since each absorbed photon creates an electron-hole pair, the quantum efficiency
n is given by [6]:
P(l S — 4
In this way, n becomes zero when o = 0, and it approaches 1 for al¥>1. An-

other important parameter of a photodetector is its bandwidth B,, determined by
the speed with which it responds to variations in the incident optical power. Math-

ematically, B, is given by [6]:

By = [27 (14 4+ TrC)] 7, (3.7)

where 74, is the transit time and 7pc is the time constant of the circuit. It is
important to emphasize here that in equation 3.7, the 7, is added to Trc because
it takes some time before the carriers are collected after their generation through
the absorption of photons. The maximum collection time is just equal to the time
an electron takes to traverse the absorption region. On the other hand, 7, can
be reduced by decreasing W. However, according to equation 3.6, the quantum
efficiency 7 starts to decrease significantly for oW <3. In this perspective, there is a
trade-off between the bandwidth and the responsivity (speed versus sensitivity) of
a photodetector.

In addition to the bandwidth and the responsivity, the dark current of a photode-
tector is the third major parameter. This dark current is created in a photodetector
in the absence of any optical input signal and arises from stray light or from ther-

mally generated electron-hole pairs [6].

3.3.2 Avalanche photodiodes

All detectors demand a certain minimum current to work properly. Also, detectors
with a high responsivity are preferred since they require less optical power. When
compared to p-i-n photodiodes that have limited responsivity, avalanche photodiodes
(APDs) have much larger values of responsivity due to their structure that provides

an internal current gain. In this perspective, an APD is the most suitable photodiode
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for RDTSs given the very low optical power of the anti-Stokes spectral component
that holds the temperature information.

The physical phenomenon behind the internal current gain is known as the im-
pact ionization [139]. Under certain conditions, an accelerating electron can acquire
sufficient energy to generate a new electron-hole pair. The effect of this impact ion-
ization is that a single primary electron, generated through absorption of a photon
creates many secondary electrons and holes, all of which contribute to the photodi-
ode current. Figure 3.2 illustrates an APD structure together with the variation of
the electric field in different layers. Under reverse bias, a high electric field exists
in the p-type layer sandwiched between i-type and n'-type layers. This layer is
referred to as the multiplication layer, since secondary electron-hole pairs are pro-
duced throughout of impact ionization effect. The ¢-layer still works as the depletion
region in which most of the incident photons are absorbed and primary electron-hole
pairs are generated. Electrons produced in the ¢-region cross the gain region and

generate secondary electron-hole pairs responsible for the current gain [6].
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Figure 3.2: Illustration of an APD together with the electric-field distribution inside several
layers under reverse bias.

Because of the current gain, the responsivity of an APD is enhanced by the

multiplication factor M and is given by [6]:

Rapp = MR = M (nq/hf). (3.8)
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It is important to emphasize here that the avalanche process in APDs is intrinsi-
cally noisy so that there is a fluctuation in the value of M and therefore its average
value is considered in equation 3.8. Besides, in APDs, the transit time ¢, increases
considerably because the generation and collection of secondary electron-hole pairs
take additional time. Consequently, this increase in transit time reduces the gain of
APD at high frequencies. This fact gives rise to a trade-off between the APD gain
and the bandwidth (speed versus sensitivity).

Silicon APDs provide greater performance in the spectral region around 0.8 pm.
For example, reach-through APDs can provide high gain (M~100) with low noise
and relatively large bandwidth. On the other hand, for devices operating in the
wavelength range 1.3-1.6 pum, germanium or indium gallium arsenide APDs must
be employed [6]. In this spectral region, APDs have low gain (M~10) and reduced
bandwidth. This gain-bandwidth limitation of Indium gallium arsenide APDs re-
sults primarily from using the indium phosphide material system for the generation
of secondary electron-hole pairs [6].

The performance of indium gallium arsenide APDs can be improved through
suitable design modifications to the basic APD structure, and several approaches
have been developed to address this issue. For example, Nakata et al. developed
a separate absorption and multiplication APD with the thinnest reported indium
aluminium arsenide multiplication layer of 0.1 pym and achieved a gain-bandwidth
product of 140 GHz [140]. Also, Watanabe et al. proposed an APD with superlattice
planar-structure for 10-Gb/s optical receivers [141].

The thickness of the absorption layer of the APDs affects the transit time con-
siderably. With a thickness of about 1 pum, most APDs have a quantum efficiency
slightly greater than 50%. Focusing on this problem, two approaches have been
developed. One consists of a resonant cavity that improves the absorption within a
thin layer through multiple round trips. An external quantum efficiency of ~70%
and a gain-bandwidth product of 270 GHz were achieved employing a 60-nm-thick
absorbing layer with a 200-nm-thick multiplication layer [142]. Another approach,
an optical waveguide is used into which the incident light is edge coupled [143].
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3.4 Analytical model and simulation analysis

3.4.1 Receiver structure

The analysis performed here is focused on the front end of the receiver, composed of
a photodetector and a pre-amplifier. The design of the front end considers a trade-
off between the RDTS performance criteria, such as range, spatial resolution, and
accuracy. The configuration displayed in Figure 3.3 is a transimpedance, adopted
for providing high sensitivity along with wide bandwidth (without equalization) [5].
In this Figure 3.3, I, is the primary photocurrent generated in the photodiode (here
is an avalanche photodiode (APD)), and Rp is the feedback resistance. Besides,
Cr is the total capacitance, which includes the contributions of the photodiode and
transistor capacitances. The role of C7 is to properly adjust the response time of the
circuit, usually described by the time constant equal to Cp x Rpr/G. For instance,
the correct selection of C'r allows the pre-amplifier to remain stable even under
high frequencies where the time constant must be reduced, and the signal transit
time from input to output must be kept below the desired impulse response of the

receiver.

CT) Ip % Cr  Pre-amplifier

Figure 3.3: Structure for the front end of the optical fiber receiver under analysis. The
photodiode is modeled as a current source.

Also, the input voltage to the pre-amplifier can be increased by using a large
Rp. Even though Rp is large, the negative feedback reduces the effective input
impedance by a factor G. The bandwidth is thus enhanced by a factor of G compared
with high-impedance front ends. Specifically, transimpedance front ends are often
applied to optical receivers because of their improved characteristics, such as high
sensitivity along with wide bandwidth. However, its major design issue is related to
the stability of the feedback loop [144, 145].



Chapter 3. Analytical investigation for RDTS receivers 44

3.4.2 Characterization of the signal

As described in chapter 2, the characterization of the signal is here denoted by
the physical parameter measured (optical intensity of the anti-Stokes signal) that
contains the temperature information. The design of the receiver for RDTS should
be started by establishing the desired temperature accuracy and spatial resolution
values, since noise is added to the signal regardless of the scheme of detection used
for this signal. Then, the starting point to this analysis is determining the minimum
noise level allowed for a given measured temperature accuracy. The intensity of the

anti-Stokes signal can be defined as follows [146]:

exp (—oasl) \/sinh2 (aasl) +sin? (kL)
OéAsL '

Ias = PyonasTas (3.9)

1+ (k/aas)’

In equation 3.9, Py refers to the pump signal, x is the wave number, I' 45 is the
capture coefficient, a 45 is the attenuation coefficient, and L the total fiber length.
The term representing the dependence of the anti-Stokes signal on temperature is

given by the distribution of Bose-Einstein [146]:

_ exp (—AE/kpT (2))
1 —exp(—AE/kT (2))

Being AE the energy difference between a pumping photon and an anti-Stokes

nas (3.10)

photon scattered. kg is the Boltzmann constant, and 7' (z) is the temperature along
the sensing fiber. In equation 3.10 the temperature must be on the absolute scale.
In order to determine the minimum noise level allowed in the system, we started

with the sensitivity of the anti-Stokes signal with the temperature, defined as follows

[7]:

1 d(las)
= — . 11
€AS = T ar (3.11)

Figure 3.4 illustrates the sensitivity of the anti-Stokes signal with the tempera-

ture from equation 3.11. As an example, by consider /45 = 100 nW and ¢ 45 = 0.8361
%/K at room temperature (300 K), the change in the anti-Stokes signal power to
a temperature variation of 1 K is Alyg = 0.836 nW. This implies that if the noise
level is greater than this Al,s value, the temperature variation can not be detected,

no matter how sensitive the receiving system is. Similarly, the minimum noise level
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becomes even lower in applications where it is necessary to detect variations in tem-
perature of tenths of degree, which corresponds to values lower than 8.36 pW for

this same intensity of the anti-Stokes signal.

10"

Sensitivity (%/K)

10-1 L L L L
200 400 600 800 1000

Temperature (K)

Figure 3.4: Sensitivity of anti-Stokes signal to temperature.

3.4.3 Minimum allowed signal to noise ratio level

The noise levels discussed previously may seem reasonable at a first glance, however,
we should not forget that the power level of the signal is also very low. Consequently,
the second relevant factor here is SNR. Thus, we can derive from equation 3.11 an
expression that provides the minimum SNR allowed to detect a certain temperature

variation 07T

las Ias _ 1
AIAS IAS-aAS-dT €AS'(5T.
Figure 3.5 shows therefore from equation 3.12 minimum values of the SNR for

SN Rmin =

(3.12)

the anti-Stokes signal so that a certain accuracy is reached. It is also shown that for
values of accuracy lower than 1 K, higher SNR values are required. Nevertheless,
according to Figure 3.4 and Figure 3.5, the minimum noise level becomes much lower
when high measuring temperatures are involved. Consequently, to monitor regions
with high temperatures require a much more sensitive receiver. This is justified
since the anti-Stokes signal is generated from the interaction of the photons of the
incident light on the fiber and the molecules constituting the medium. Then at

high temperatures, the molecular vibrations will be larger, i.e. the molecules will
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absorb this thermal energy, moving to higher energy states. Therefore, the term
AFE in equation 3.10 is increased, resulting in a reduction of the sensitivity of the
anti-Stokes signal with temperature. Here two considerations are important. First,
let’s define 0T as the accuracy of the sensor. Secondly, generally before tracing the
temperature profile, the anti-Stokes signal is normalized by another signal (Stokes).
However, the latter is three orders of magnitude higher than the first one and its
temperature dependence can be neglected. This makes it unnecessary to consider it

in this approach.
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Figure 3.5: Minimum value of signal to noise ratio as a function of accuracy for different
room temperatures (T,) of 300 K, 350 K, and 400 K.

Also, the sensitivity of the receiver is described as the minimum detectable optical
power, which is the optical power required to produce a photocurrent of the same
magnitude of the noise, i.e. an SNR = 1. Consequently, in the equation 3.12 when
the SNR is 1, and I = 8.36 pW (equivalent to the minimum level of noise allowed
to obtain an accuracy of 0.1 K), provides us that in order to attain such accuracy,

the sensitivity of the receiver must be equal to -80.77 dBm.

3.4.4 Amplification gain

To achieve an SNR higher than 40 dB as shown in Figure 3.5, it is necessary to
amplify the anti-Stokes signal without adding high noise levels. An APD is adequate

in this task because it allows detecting anti-Stokes optical powers as low as tenths
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of nW and amplify it by a multiplication gain factor M. The relation between the
SNR and the M is defined by [6]:

Ips - Rp-R-M
V12¢ (Tgu + (Igm + Tas, - Rp)M?2 - F +42)] B,

In equation 3.13, Rp is the feedback resistance, 3 is the responsivity of the

SNR =

(3.13)

detector, ¢ is the electron charge (~ 1.6 x 107'% C), I, corresponds the leakage
current, Iy, is the part of the dark current of the photodiode multiplied with the
signal in the APD, Ig, is the power of the anti-Stokes signal reaching the APD,
F is the excess noise factor originated from the gain variability M, 2 is the noise
current spectral density, and B, is the bandwidth of the receiver. Making the
term \/2q (Lgy + (Igm + Las, - Rr)M? - F +i2) which represents the total noise in the

receiver equal Alyg, SNR = SNR,,;,, and rewriting in terms of M we obtain the
following expression for the gain by amplification that considers the sensitivity of

the anti-Stokes signal with the temperature:

SN Rypin-cas - 0T/ By
Rp -1 '

From the equations 3.9 and 3.14, and considering L = 20 km, B,, = 100 MHz, Rp
=100 k2, ® = 1 A/W [147], the behavior of the gain M as a function of the desired

accuracy can be obtained, as shown in Figure 3.6. From this figure, the limits to

M =

(3.14)

measure the temperature and the accuracy can be discussed. For a 0T = 1 K, the
M is required to be 11.19, which is reached by most commercially available APDs.
However, a T = 0.5 K requires an M = 22.39. It seems intuitive to increase the
gain by multiplying the APD to obtain a better performance, however, this increases
the value of 14, and consequently the total noise. It is important to note that the
anti-Stokes signal power drops as it propagates in the fiber, which implies that even
high values of M will not be strong enough to overcome the degradation of SNR
with the distance, as displayed in Figure 3.7.

Figure 3.7 shows that there is a value of the APD gain that maximizes the SNR
in each curve. Consequently, one can determine the gain evolution as shown in
Figure 3.8. The optimum values of M must be less than 11.7 for this case analyzed
here. Moreover, the value of the B,, may move this optimum value of M (denoted by

M), further limiting the sensor range. Therefore, is possible to find the optimum
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Figure 3.6: Gain of multiplication of the APD as a function of sensor accuracy considering
the values of SN Rin.
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Figure 3.7: SNR versus APD gain for different sensor lengths.

value of B, denoted by B,,,,, that maximizes the range of the sensor, as shown in

the equation 3.15:

By = Mopt (argmaz (L)) . (3.15)

Wopt

The expression “arg max” represents the pair (or pairs) (L, B,,,,) that maximizes
the value of the objective function M,,. From Figure 3.9, we conclude that high
B, values (above 24.44 MHz in this case) reduce the sensor range abruptly, this is
due to the reduction of the SNR and by the multiplication of the noise along with
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Figure 3.8: To the left: Optimum APD gain as a function of sensor length. On the right:
Maximum SNR obtained for a given gain as a function of the sensor length.

the signal in the APD. Table 3.1 summarizes some values of B,, and how they affect

the sensor range and the spatial resolution for a given M,;.
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Figure 3.9: To the left: Optimum sensor range as a function of receiver bandwidth for a
given optimum gain value. On the right: Optimum APD gain.

At this point, the receiver’s design begins to gain more complexity, because
trade-offs arise in choosing the parameters. For example, B, affects not only the
sensor’s range but also its spatial resolution 0z (see equation 2.5 in chapter 2). Given

this trade-off, an alternative is to set the value of B,,, thus maintaining acceptable
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Table 3.1: Receiver bandwidth trade-off

Bandwidth | APD gain | Sensor range | Spatial resolution
102 MHz 12.7 1.0 km 1.0 m
73.5 MHz 12.5 1.5 km 1.4 m
50.0 MHz 11.7 1.9 km 2.0 m
16.3 MHz 10.6 4.0 km 6.3 m
4.08 MHz 9.87 5.0 km 25.3 m

sensor range values and accuracy in temperature measurement, and to look for other

approaches that improve the spatial resolution.

3.4.5 Feedback resistance

Besides, we can obtain an ideal value for Rp from equation 3.14, as shown in Figure
3.10. In this figure, we observe that a large Rp reduces the thermal noise and im-
proves the receiver sensitivity. The main drawback of the high-impedance front end
is its low B, [148, 149|. An equalizer is sometimes employed to improve the band-
width. The equalizer works as a filter that attenuates low-frequency components of
the signal more than the high-frequency components, thereby effectively increasing
the front-end bandwidth. Specifically, the range of Rp values that provide better
stability is 10 kQ2 - 100 k{2, according to parameter values used in our model. How-
ever, this may change slightly depending on the application requirements. Also,
this range of values will not only allow the best possible sensitivity to be achieved
but will also prevent the sensor from going “blind” during the time it takes for the
receiver to come out of saturation caused by an overload [150].

Some important considerations need to be made here. Initially, the strong reflec-
tions may saturate the receiver that is designed for very low-intensity signals, as is
the case here. Besides, in a transimpedance pre-amplifier, an overload occurs when
the input current is greater than the maximum voltage output of the pre-amplifier
divided by Rr. When the output voltage of the pre-amplifier reaches its limit and
the input current continues to rise, a charge is stored on the input node. After the

input current returns to within the normal operating range of the pre-amplifier, the
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Figure 3.10: Signal to noise ratio as a function of the feedback resistance.

charge is drained away through the feedback resistor. However, for severe overloads,
this can take a considerable time. Until the settling time has elapsed, the output
of the receiver will be distorted. Avoiding reflections would solve this problem, but
this is not always feasible, especially in the event of a fault. Alternatively, we can
choose a value of Rp well below that which minimizes the receiver noise, and there-
fore, balance the ability of the receiver to recover from overload. Modifications to
the front end, such as adding a reverse-biased Schottky diode to limit the departure
of this node from zero can help accelerate the overload recovery, but they do not
eliminate the problem and they add some noise to the receiver. Among the several
types of diodes, the Schottky diodes are the most suitable for this purpose since
they are significantly faster (rise and fall times of tens of picoseconds with noise
cquivalent power (NEP) of ~100 pW Hz~/2 [151]), and their speed is only limited
by the junction capacitance. On the other hand, if a great switching speed was not
strictly necessary, other diodes could be employed as well.

In full differential and noninverting mode amplifiers, common-mode rejection
ratio (CMRR) is of the biggest concern. However, this is not the case here where
an inverting voltage transimpedance amplifier is employed. The CMRR can be
measured in several ways. In the case of this study, it can be measured as the ratio
of the common-mode gain to differential-mode gain. Also, it must be avoided that
the amplifier reaches the slew rate limit so that additional delays in the feedback
loop do not occur and large signals or spikes at the input generate oscillations in the

circuit. Providing an additional negative-feedback path will allow greater control
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over the slew rate and consequently better receiver stability [152, 153].

3.4.6 Optimal values for a long-range sensing application

In this section, we present a case study in which optimal values of the receiver are
obtained with our analytical model. This case constitutes a long-distance sensing
application in which the requirement is to maximize the range of the RDTS. After
performing several simulations with our model, we found that a possible configura-
tion of the RDTS receiver parameters that makes it possible to maximize its range
is to use B, = 10 MHz, Cp = 0.1 pF, M = 10.7, R = 100 k2, and ® = 1 A/W
[147]. With these values we obtain the following performance of the sensor in terms
of its range, as shown in Figure 3.11. Our results reveal that for a 20 km range, an
SNR of 43.5 dB can be obtained, with an accuracy as high as 0.6 k and a spatial

resolution of 6 m.
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Figure 3.11: Optimal values for a long-range sensing application versus the maximum SNR.

It is important to emphasize here that the goal of our analytical model is not
to provide fixed optimal values of the parameters that make up the front end struc-
ture of an RDTS receiver. These values will depend on the requirements of each
application. Our analytical model allows selecting the specifications of the main
components of the electronic circuit of the front end receiver under analysis for dif-
ferent applications that may have distinct operating requirements. Furthermore, a

field programmable gate array (FPGA) is a possible alternative for implementing a
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robust and reconfigurable computing receiver for an RDTS not only with the high-
level computing architecture but also with a low-level hardware integration structure
for complex analytics computations. Most importantly, a flexible and easily recon-
figuration platform, provides a foundation for similar receivers to be developed for

different applications in the sensing industry.
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Chapter 4

Linearization technique for interferometric fiber

SEeNnsors

4.1 Overview

The last two chapters of this thesis were focused on RDTSs that are based on
the nonlincar Raman scattering effect. Throughout the realization of this Ph.D.
research were also studied signal processing techniques for interferometric fiber sen-
sors. These optical sensors are based on the concept of interferometry in which an
interference pattern is produced at the sensor output due to the superposition of
two or more light waves. Furthermore, the interference spectrum generated by these
interferometric sensors has small variations that are not due to a change in the mea-
sured physical parameter, but from other sources, which from this point onwards
we define as the noise contained in these interference spectra. In this perspective,
this chapter describes and experimentally demonstrates a linearization technique
for these interferometric fiber sensors with the main objective of reducing this noise
to improve the response of these sensors. Specifically, from a 2D reconstruction of
the interference spectra and subsequent denoising process, relevant improvements
in linearity and range are obtained for both angle and liquid level sensors. This
linearization technique can be easily implemented on any graphical interface of dif-
ferent types of interferometric sensors without requiring modification of the physical
structure of the sensor. In this regard, this approach finds a wide field of applica-
tions since with the appropriate modifications, it can potentially be applied to other

non-interferometric sensors that have moderate linearity and operating range.
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4.2 Theoretical background

4.2.1 Interferometric fiber sensors

Interferometric fiber sensors are widely employed in the monitoring of various physi-
cal parameters such as liquid level [154], temperature [155], vibration [156], acoustic
waves [157|, gas micro-leakage [158], volatile organic gases detection [159], electric
field [160], rotation [161], humidity [162], detection of heavy metal ions [163], pres-
sure [164], magnetic field [165], human vital signs [166], torsion [167], acceleration
[168], refractive index [169], among others. These sensors are commonly associated
with features, such as low costs, having easy fabrication processes, and being very
compact structures in all-fiber setups.

The working principle of an interferometric fiber sensor generally consists of
splitting an optical beam into two paths with different phase velocities and then
recombining them creating an interference pattern in the output spectrum. This can
be achieved in different ways, for instance, by connecting fibers with cores of different
diameters [170, 171|, using fibers with up-tapers [172], by analyzing the reflected
signals from different Bragg gratings [173, 174|, producing air cavities within the
sensor fiber [175, 176], among other approaches. In this way, the parameters of
the environment (e.g. temperature, liquid level, or pressure) can be obtained by
analyzing the variations in the interference spectrum.

The interference pattern generated by these interferometric sensors can be math-
ematically modeled by the superposition of plane electromagnetic waves whose inten-
sity is proportional to the square of the clectric field amplitude. Thus, the intensity
of interference from a traditional in-fiber Mach-Zehnder interferometer can be given
by the equation [177]:

Ingzr = Ieo + Z Icl,m + Z 2 Icolcl,m COs (¢m)a (41)
m m

in which /., and I.,, are the light intensity of the core and cladding modes, re-
spectively. ¢,, is the relative phase difference between the core and the mth-order
cladding modes, that can be given mathematically by the expression [178] (consid-

ering air environment after its propagating through the sensor length L):

27r co Ci
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in which n¢; and ng;; . are the effective refractive index of the core mode and
mth cladding modes, respectively, and \q is the wavelength in vacuum. Therefore,
changes over both the sensor length or the environment affect the effective refractive
index, leading to the phase modification.

Depending on the type of interrogation mechanism, some problems may arise.
For instance, long interferometers whose interrogation is performed by analyzing
the wavelength shift of a given peak, usually present smaller free spectral ranges,
and for this reason they also present a smaller observation window for analyzing
this wavelength variation, which makes the measure unfeasible for larger physical
sensors that use this approach [170]. In some cases, for those sensors to achieve high
resolution, its operation range has to be significantly reduced so that it can work
within its linear response range [179, 180].

Also, interferometric fiber sensors with intensity-based interrogation mechanism
are often susceptible to source power variations, fiber loss fluctuations and variations
in modal power distribution in fibers which can induce measurement errors [181].
All of these limitations can be minimized if signal processing techniques are applied.
Such approaches are inexpensive because they do not require to modify the physical
structure of the sensor. And in most cases, easy to implement on any graphical
interface.

A number of signal processing-based solutions to improve interferometric fiber
sensors performance have already been developed. For example, to compensate
source power variations and fiber bending losses, Huang et al. demonstrated a
counting signal processing technique for fiber-optic interferometric sensors capable of
counting the numbers of the maximum and minimum of the output interferometric
signal in a specific time duration, and it can be employed as the foundation to
distinguish the sensing phase signal. It can also be applied as a signal detector
on applications such as intrusion detection. All sensors are subject to aging of
the optical components and bending loss, and therefore the output signal of each
sensor may vary with time. These same authors also proposed a counting level
normalization technique to compensate for these variations and to obtain the correct
counting numbers [182].

For noise suppression Liu et al. demonstrated a novel common-mode noises sup-
pression technique by locking the mean phase value of the sensing interferometer
employing a reference interferometer with a 3x2 coupler. Experimental results con-

firmed that this method can increase the correlation coefficient between the outputs
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of sensing and reference interferometers by 6% and reduce its standard deviation
by approximately 70% compared to the conventional method. The common-mode
noises suppression factor was measured as - 8.49 dB in the frequency range from 300
Hz to 1 kHz, comparing to - 6 dB achieved by the conventional approach of simple
subtraction [183].

Reducing and suppressing the random noise and drift error is a critical task in
an interferometric fiber-optic gyroscope. Focusing attention on this problem, an
enhanced adaptive Kalman filter based on innovation and random-weighting esti-
mation was proposed by Song et al. to denoise interferometric fiber-optic gyroscope
signals in both static and dynamic conditions. The covariance matrix of the inno-
vation sequence was determined by applying the random-weighted-average window.
The Kalman filter gain was then adaptively updated by the estimated covariance
matrix. To minimize the inertia of the Kalman filter response in the dynamic condi-
tion, the covariance matrix of process noise was modified when discontinuous signals
are detected by the innovation-based chi-square test method. Also, in this investi-
gation, the Allan variance was used to evaluate the denoise performance for static
signals. In the dynamic condition, the root-mean-square error was considered as the
performance indicator [184].

To improve the sensitivity of the interferometric fiber sensors a signal-processing
algorithm based on phase tracking in the frequency domain of optical fiber Fabry-
Perot interferometric spectrum was described by Qi et al. This concept was demon-
strated with three fiber Fabry-Perot interferometers for relative humidity measure-
ment. Experimental results showed that this approach can yield optical path dif-
ference measurement with high resolution, especially in the lower range of absolute
humidity under 2000 ppm [185].

Besides, to improve the range of these sensors, Rodriguez et al. introduced a
new interrogation technique based on the analysis of the overall spectrum envelope
of an in-line Mach-Zehnder interferometer structure with three different fibers. The
interference pattern created by a level sensor of 120 mm was evaluated with both the
conventional and the proposed interrogation techniques. The experimental results
revealed that this technique not only improves the sensitivity of the sensor by more
than an order of magnitude, but also allows the length of the in-line Mach- Zehnder
interferometer to be extended up to 470 mm while maintaining high linearity and

sensitivity [171].
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Furthermore, to carry out sophisticated real-time analysis on demodulated sig-
nals Griffin et al. developed the digital interferometric sensor interrogation system
and its associated software, which enables the user to configure a wide variety of
demodulation schemes [186]. A more complete overview of interferometric fiber sen-
sors can be found at [187]. In this outlook, to best take advantage of the signal
processing techniques, this chapter proposes an approach based on a 2D reconstruc-
tion of the interference pattern generated by this type of optical sensors and their
posterior denoising, allowing not only to increase the linearity of its response, but

also its region of operation.

4.3 2D denoising linearization

In our proposal, an image is created from the interference pattern, from which each
pair (\,p) of wavelength A and monitored physical parameter p is then associated
with one pixel (x,y) of the image, where = and y are the spatial coordinates of the
image. This image can be represented by a two-variable function f(z,y) with values
referring to a 1D space. The great advantage of this representation is the possibility
of exploring the degree of similitude and redundancy of information between each
pair (\,p) and their respective neighboring pairs in the formed image.

To perform this analysis, the well-known image denoising Non-Local Means
(NLM) was employed [188-191|. The choice of this algorithm was based on fact
that among many existing noise removal algorithms such as Gauss filtering, total
variation, neighborhood filter, Wiener filter (ideal filter), hard translation invariant
wavelet thresholding, discrete cosine transform-based filters empirical Wiener filter-
ing, the NLM algorithm is more suitable for removing noise from periodic images
and with high redundancy [192], as is the case with our images formed from the
stacking of the spectra acquired from the angle and liquid level measures (see e.g.
Figure 4.7).

The NLM algorithm is based on the use of sliding neighbourhoods, which cor-
respond to sets of all pixels j = (z,y) that surround a certain pixel at ¢ = (2/, /)
within a window of a predefined size. In a very general sense inspired by the neigh-
borhood filters, one can define as “neighborhood of a pixel ¢ any set of pixels j in
the image such that a window around j looks like a window around i. All pixels in

that neighborhood can be used for predicting the value at i, as was first shown in
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[193] for 2D images. By this, we simply mean that every small window in a natural
image has many similar windows in the same image.

The similarity between two pixels ¢ and j is performed by comparing the values
f@)=f(a,y) and f(j) = f(x,y) in the entire neighbourhoods [188, 189]. The
degree of similitude and redundancy in the image is evaluated by calculating the
Euclidean distance between all values f (n;) and f (n;) within neighbourhoods »;
and 7n;. When the Euclidean distance is small, there is a high level of similitude
between the 7, and 7; neighborhoods compared, and therefore the highly similar
values f (i) and f (j) associated with both pixels ¢ and j can be averaged to reduce
noise. To eliminate noise from a pixel ¢ in the image, the value f (i) associated to

such a pixel is determined by the following expression [194]:

F@) = w(ig).f(), (4.3)

viel
where [ is the entire domain of the image, f (j) corresponds to the value of the

image associated to the pixel j and w(i, j) are the weighting factors calculated by:

1 ~[lr i) =1 () |I”

w(i,j) = 70° a2 , (4.4)
where /3 is a smoothing control parameter and Z(i) is a normalization factor. More-
over, the weighting factors w(i, j) are independent of the geometry and only depend
on the similarity of the data around pixels ¢ and j. The pixels j, with similar sur-
roundings to the pixel i, are associated to a higher weight w(3, j), regardless of the
relative (spatial) distance between the two pixels. This feature characterizes this
method as non-local.

For the NLM algorithm to work properly, three parameters need to be adjusted.
The first one is denominated a smoothing degree. As this value increases, the
smoothing in the resulting image increases. This parameter is usually set to ten
times the noise standard deviation estimated from the image [192]. The second is
the size of the search window. Although the entire image could be used, a sliding
temporal window of 3 consecutive measurements is chosen here, so that the search
for repeated patterns is only restricted to the area covered by this search window.
The last parameter to be defined is the similarity window that must be less than or
equal to the size of the search window. The similarity window has been chosen here

of size 1x1, corresponding to 1 longitudinal data point.
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Concerning the processing time, if we take a similarity window of size P, and a
size search window (), the overall complexity of the NLM algorithm is N? x P x Q,
in which N? is the number of pixels of the image. For our images formed from
the angle and liquid level measurements that have 12000 pixels and 11000 pixels,
respectively, the processing time is approximately 25 seconds.

The images to be processed were formed by stacking consecutive interference
spectra each corresponding to a single parameter p value measured by a specific
sensor, in this case, angle and liquid level. After applying the NLM algorithm
on the image formed by the interference spectra, there is a reduction in noise level
throughout the image. This type of 2D processing ensures that removing information
that will not be used for sensing applies not only to a single spectrum but to a set
of them, by correlating them during the denoising, which will later be used to

characterize the sensor.

4.4 Experimental data acquisition

4.4.1 Working principle based on interferometry

To evaluate the linearization method proposed here we applied it to a Mach-Zehnder
type interferometric fiber sensor that measures angle [195] and to a similar one used
to measure liquid level [171]. The working principle of those sensors consists in
dividing an optical beam into two paths with different phase velocities and then
recombining them creating an interference pattern in the output spectrum. For
this, a standard single mode fiber (SMF) is spliced to a reduced core fiber (RCF)
with a core axial offset misalignment, allowing part of the initial power to propagate
in the cladding of the RCF, as illustrated in Figure 4.1.

A multi-mode fiber (MMF) is then spliced to the RCF with no misalignment in
order to collect and recombine both core and cladding modes creating the interfer-
ence pattern. The RCF is a commercial SMF that has a core diameter of 6 um,
differently from the SMF and MMF used which have a core diameter of 10 ym and
50 um, respectively. Its dispersion at 1550 nm is -20.5 ps.nm~tkm™!, and its core
is doped with GeOy with mol% which is calculated to be on the region of 12% and
the attenuation at 1550 nm is 0.35 dB/km.
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Figure 4.1: Fiber arrangement using an off-setted fiber with reduced core to generate
cladding modes. Three different types of optical fibers (SMF, RCF, and MMF) were
employed to build the proposed sensors.

4.4.2 Interrogation technique

The interrogation technique applied to the angle and liquid level sensor was based
on an analysis of an average measurement of the difference in dB’s found between
consecutive peaks and troughs obtained by the interference spectrum, that was
introduced in [196]. This interrogation technique was chosen mostly because it
allows the use of a whole interference spectrum to analyze a sensor, avoiding the
intrinsic limits of the operation window associated with long interferometric sensors
that are interrogated by analyzing only the wavelength shifts of a single peak.

Specifically, it is a known fact that, for interferometric sensors where part of the
beam propagates in a fiber cladding, changes in the external environment, such as
liquid level and temperature, result in changes of the effective refractive index of
the cladding [197]. Those variations affect not only the central wavelength position
of each individual peak found in the interference pattern, but also they affect the
amount of light that escape from the cladding to the external medium [198]. As
a consequence, if the power of the light traveling in the cladding is reduced, but
the power traveling at the fiber core is not, the extinction ratio of the interference
pattern obtained when summing both beams tends also to be reduced. This happens
as the refractive index of the external medium approaches the index of refraction
of the cladding, which occurs, for example, as the level of a liquid in the container
is increased. After all, as the liquid level increases, the greater the loss of optical
power.

For level sensors we can generally exclude external influences on the light that
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propagates in the core. Therefore, the extinction ratio reduction phenomenon ob-
served in the interference spectrum tends to be constant and repeatable over a cer-
tain liquid level range, which can be longer than the maximum level permitted by
the limitation of the single peak wavelength window interrogation technique [170].
In this way, liquid-level measurements can be achieved for a wider range of sensor
sizes with this interrogation technique based on the variations of intensity of the
interference pattern.

Similarly, when the bending angle increases, part of the radiation that propagates
through the cladding also experiences more scattering reducing its total power at
the output. Therefore, this vertical difference can also be used as a stable and
simple measurement to sense the angle applied to an optical fiber. However, unlike
the liquid level sensor, in the angle sensor, it is not necessary to remove the outer
protection layer from the RCF because there is no need of any contact of the cladding
with the external medium, which makes the sensor more stable and mechanically
robust.

To better understand how the extinction ratio of the interference pattern changes
when optical power losses occur in the cladding, simulations of an interferometric
fiber sensor were performed based on a two-arm Mach-Zehnder, in which one arm
represents the cladding and the other the fiber core, as illustrated in Figure 4.2. In
the simulations, was considered for simplicity that the initial electric field F; that
comes from the optical source is split into E; and FE, that propagate in the core
and cladding, respectively. Initially, F; and F5 are considered equal, and later F,

remains constant while Fs is gradually reduced.

Power loss

— :
2/7’ Cladding =—>

____________________________________

Power loss

z

Figure 4.2: Illustrative scheme of the simulations of the changes in the interference pattern
when optical losses occur in the cladding of the sensing fiber.
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Moreover, the final signal FE, reaching the end of the fiber is the sum of the

electric fields in both arms of the interferometer, so that:

2 2
E.=FE; +FEy = A;sin (wt — /\—WZ) +Ag sin <wt — )\—Wz), (4.5)
1 2

where w is the light beam angular frequency in rad/s, A; and A, are the amplitudes
of the respective electric fields, z is the length of the waveguide (in this case, the
length of the sensor), and A\; and A, are the wavelengths related to the refractive
indices of the core and the cladding of the sensing fiber, respectively. The result of

this analysis is shown in Figure 4.3.
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Figure 4.3: Interference pattern as a function of wavelength for the electric field amplitudes
in the sensor cladding corresponding to 100%, 50%, 25% and 12.5% of its initial value.

It can be observed in Figure 4.3, that the extinction ratio of the interference
pattern is a function of the percentage of the power present in the cladding, since
the power of this signal is proportional to the square of the electric field. From these
results, it is possible to see that we can directly quantify the loss of optical power
in the cladding as a function of the extinction ratio observed in the interference
pattern. Based on these considerations, the intensity-based interrogation technique
applied in this study consists of measuring the variations of the intensity of the

interference pattern Al ;, i. e. the difference between the value of a peak P ; in the

2,7
spectrum and the value of a consecutive dip D, ;, which is mathematically described

as:

Al ;=P — D, j, (4.6)
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where the subscript ¢ designates a region of spectrum corresponding to a single peak
and its consecutive dip, while the subscript j represents each curve of the interfer-
ence spectrum corresponding to a single liquid level value, as displayed generically
in Figure 4.4, in which the blue curve is a zoom of the experimentally obtained

spectrum of the sensor response to the 0 mm liquid level [196].
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Figure 4.4: Measurement of the intensity variability of the interference pattern (for a single
level value) calculated from the difference between peak and dip values.

Since we might have many different modes propagating in the cladding, the
resulting spectrum might present fluctuations over different spectral regions, as il-
lustrated in Figure 4.4. Therefore, in order to adapt equation 4.6 to this scenario
we take the mean value of A, ; (denoted by AI;) over a set k of spectral regions 1,
so that:

k

— 1

Alj =+ > Pij—Dij. (4.7)
=1

In order to characterize the sensor, the process described in Figure 4.4 and in
equation 4.7 must be repeated j times for different spectral curves obtained under
different liquid levels. Additionally, this interrogation technique can be performed
considering the entire interference pattern (provided there is linearity) or only at
specif spectral regions, and consequently, it is totally independent of the size of the
observation window. Therefore, this approach climinates the previously mentioned
limitation of sensor size found when the interrogation is made only considering the

wavelength shift of a given peak of the obtained interference pattern.
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4.4.3 Angle sensor setup

A schematic of the angle sensor experimental setup can be seen in Figure 4.5. A 3
cm radius mandrel made of marble was used as the fiber bending point, where the
RCF is placed on a demarcated scale. In this way, we can control the bending angle
applied to the fiber. As a pump, we used a -5.5 dBm non-polarized broadband source
with a 3 dB bandwidth of 60 nm centered at 1550 nm. Also, the interference pattern
created in the sensor was viewed through an optical spectrum analyser (OSA) model
Anritsu MS9740A-009 with a 30 pm resolution. Moreover, 9 cm of RCF is placed
precisely with its center at the point where the fiber is banded.

()
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Figure 4.5: Experimental setup of the optical fiber angle sensor. (a) 3D view. (b) Top
view.

In this sensor, as illustrated in Figure 4.1, an SMF is spliced to a 9 cm RCF
with a core axial offset misalignment of 8 um, allowing part of the initial power to
propagate in the cladding of the RCF. The misalignment is easily created by using
a default offset splicing function of a commercial fusion splicer (Fujikura 70 S), that
allowed to obtain an extinction rate on the interference pattern of about 12 dB.
The 9 cm sensor was chosen because it presented better linearity when compared
to other sensor lengths that were tested, of 3, 6, and 12 cm. A 10 cm MMF is then



Chapter 4. Linearization technique for interferometric fiber sensors 66

spliced to the RCF with no misalignment in order to collect and recombine both

core and cladding modes creating the interference pattern [195].

4.4.4 Liquid level sensor setup

Optical spectrum
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Figure 4.6: Schematic diagram of the experimental setup for the liquid level measurement,
where the sensing fiber is placed inside a pipette in which liquids can be readily inserted
or removed.

Here, the SMF is spliced to the RCF with a core axial offset misalignment of
4 pm. The acrylic protection layer of the RCF is stripped in order to make it
sensitive to the external medium, enabling its cladding to be in direct contact with
the surrounding environment. Therefore, the effective refractive index, or phase
velocity, of the part of the light propagating in the RCF' cladding becomes sensitive
to the refractive index of the external liquid or gas. The third segment is the MMF
that has the role to recombine both the core and cladding modes. Finally, this
fiber is spliced to another SMF to connectorize the sensor. The liquid level sensor
structure is shown in Figure 4.6. A -2 dBm broadband source with a 3 dB bandwidth
centered at 1550 nm is launched into the optical sensor, which is placed inside a 600
mm glass pipe. An external ruler allows measuring the liquid levels while an OSA
with 30 pm resolution enables us to observe the interference pattern created at the

output of the sensor.
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Furthermore, it is important to note that measurement errors can occur if the
laser source fluctuates. To avoid this all measurements were performed at a con-
trolled temperature of 24°C. This also ensured that there was no cross-sensitivity
with temperature. We also emphasize that the angle and liquid level sensors were
well fixed and stretched to assure that mechanical vibrations did not cause measure-

ment errors.

4.5 Results and discussion

Some important considerations are to carry out here to return to the central pur-
pose of this chapter. The interrogation method presented in section 4.4.2 was ini-
tially introduced in [196] as an alternative approach to the traditional interrogation
technique that measures the wavelength shift of a specific peak in the interference
spectrum generated by the sensor. We use this interrogation to avoid this problem
of smaller free spectral ranges that long interferometers present. Second, the inter-
ference spectra generated experimentally by the interferometric sensor (see sections
4.4.3 and 4.4.4) were grouped sequentially to form a matrix that was later employed
to form an image. These images were then processed using the NLM algorithm
presented in section 4.3 to remove the noise. Finally, the interference spectra that

form the denoised images (processed) were used to characterize the sensor.

4.5.1 Angle sensor

Figure 4.7(a) and Figure 4.7(b) show the raw and denoised images formed from a set
of interference spectra obtained from a different angle measurements, respectively.
For a better visual perception of the data, a hot scale is chosen in Figure 4.7, where
pixels with lighter tones represent wavelength-angle pairs having higher intensity.
After noise reduction, the transition between consecutive colors becomes smoother
as seen in Figure 4.7(b). This result is reflected in a spectrum with more linear
variations when the angle value changes, as shown in Figures 4.8 and 4.9 for the raw
and denoised spectra, respectively.

Figure 4.10 shows the non-linearized sensor characterization curve reported in
[195] obtained from the interference spectra shown in Figure 4.8, with a determina-
tion coefficient R? = 0.959 for an operating range from 0° to 9°. The limited range

of up only to 9° was chosen since the linearity of the sensor rapidly decreased for
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Figure 4.7: Image formed from top view of the measured spectra as a function of angle.
(a) Raw image. (b) Denoised image.
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Figure 4.8: Three-dimensional map of the measured raw spectra as a function of angle.

longer angle measurements. For instance, the R? was already 0.915 for 11°. After
denoising technique, shown in Figure 4.9, significant improvements in experimental
angle measurements were obtained, as it can be seen in Figure 4.11. In this case,
the sensor linearity is increased to R? = 0.993 even considering a longer operating
range from 0° - 11°.

Also, we perform an investigation that determines which region of the inter-
ference spectrum has the highest linearity. This analysis consists in dividing the
interference pattern into N parts and individually evaluating each sub-spectrum

created by classifying it according to the determination coefficient R?, as it was
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Figure 4.9: Three-dimensional map of the measured denoised spectra as a function of angle.
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Figure 4.10: Non-linearized sensor characterization curve for angle measurements (after
Ref [195)).

applied in [196]. Figure 4.12 illustrates the degree of linearity for different regions
of the interference spectrum generated from the angle experimental data for a range
from 0° - 9°. We observe that there are few regions of the spectrum with moderate
linearity, where only 16.44% of all analyzed spectra have R? > 0.9. We also point
out that there is no region with R* > 0.96. After applying our linearization pro-
posal, 85.97% of all spectra now have an R? > 0.9, as shown in Figure 4.13, even
considering angle measurements of up to 11°. Moreover, the highest R? obtained is
increased to 0.993.
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Figure 4.11: Linearized sensor characterization curve for angle measurements.
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Figure 4.12: Non-linearized linearity map for angle measurement.

4.5.2 Liquid level sensor

The same 2D denoising technique applied for the interferometric fiber sensor of the
angle measurement was also performed for a liquid level measurement interferomet-
ric fiber sensor. We present in Figure 4.14 only the main result corresponding to the
characterization curve of the liquid level sensor without linearization. The data dis-
played in this figure were acquired from the sensor reported in [171], whose physical
size is 50 cm. Nonetheless, the interrogation we used was not the one proposed by

[171] which is based on tracking a specific peak found in the interference spectrum
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Figure 4.13: Linearized linearity map for angle measurement.

envelope. In spite of being a method of interrogation that enabled the sensor oper-
ating range to be extended up to 47 cm (which was the longest operating range in
which the sensor worked properly with high linearity while maintaining sensitivity),
this is not a universal approach. For instance, there may be cases in which even
with envelope analysis the problem of repeating regions of the spectrum within the
same observation window still happens. Furthermore, not all interferometric sensors
present a favorable envelope that can be used as an interrogation technique based on
this approach. For those reasons, we adopt here the interrogation method proposed
in [196].

® Experimental
Linear regression

y = - 0.041%x + 3.344
R? = 0.866

Mean peak-trough difference (dB)
[\°]
W\

1 1 1 1 1 1 1
0 10 20 30 40 50

Liquid Level (cm)

Figure 4.14: Non-linearized sensor characterization curve for liquid level measurements.
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Figure 4.15: Linearized sensor characterization curve for liquid level measurements.

After acquiring the interference spectra corresponding to experimental liquid
level measurements from 0 cm to 50 cm, we apply our 2D denoising linearization
technique. As a main result, Figure 4.15 presents the characterization curve of this
sensor which is now able to perform liquid level measurements up to 50 cm with very
high linearity expressed by an R? of 0.997. If the linearization is not applied to liquid
level measurements up to 50 cm, an R? = 0.866 is obtained and the sensor would
not have sufficient linearity to meet precision requirements for industrial applications
where liquid level sensors are required. In this case, we were able to increase the
operating range while maintaining a very high linearity.

It is important to note that there is a trade-off between linearity and sensitivity,
especially for the angle measurement sensor. Although this effect on sensitivity is
more expressive in some cases, this will be inevitable for sensors whose interrogation
technique is based on measurements of optical spectral intensity. This may be
overcome by improving the resolution of the spectra throughout the data acquisition
stage or even changing the interrogation approach. In this regard, to quantify the
degree of distortion that our approach introduces in the original spectra, we calculate
the mean square error (MSE) between the spectra before and after the application
of the denoising. As a result, values of MSE of 2.23 x 107!3 and 4.05 x 1074 for
the liquid level and angle data spectra are obtained. These MSE values clearly
show that the NLM algorithm eliminates noise from the spectra, keeping the main

structures and details.
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Chapter 5

Conclusions, future works and new avenues

This doctoral thesis addressed how signal processing and computational modeling
techniques can be employed as effective approaches to significantly improve the per-
formance of optical fiber sensors. Specifically, techniques such as 2D reconstruction,
thresholding-based image segmentation, non-local means, and analytical models to

improve the performance of RDTSs and IFSs were studied.

5.1 Distributed temperature sensing

Detecting small temperature variations over regions of small spatial dimensions is
a challenge that RDTS technology still faces and the development of solutions for
this is an open problem. In this perspective, the chapter 2 of this thesis presented a
solution to this query based on an image processing technique. Specifically, experi-
mental observations presented in this chapter suggest that each hot spot measured
by RDTS equipment has an error value for its temperature that depends in a well-
defined manner on its spatial size. In this way, it suggests that knowing the size of
the measured hot spot, we can determine what is the temperature error associated
with each hot spot and thus correct it employing polynomial fitting functions. Af-
ter applying this approach along with thresholding-based image segmentation, the
simultaneous detection and correction of hot spots of sizes ranging from 15 m to
3 cm are achieved experimentally with 98.22% accuracy. This result places RTDS
systems on a new level of applicability since it now enables a fiber optical cable
to be employed in the temperature monitoring of regions smaller than the RDTS
equipment’s spatial resolution.

Furthermore, the degree of coverage of this solution is not restricted only to
RDTS systems, but with appropriate adaptations, it should be able to be applied

to other types of optical fiber sensors for measuring vibration, pressure, liquid level,
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among other parameters in which new insights can be obtained. Future work re-
lated to signal processing developed during this Ph.D. work for the RDTS technology
comprises evaluating the performance of our method over complex temperature dis-
tributions data in which the position, number, spatial size, format, and temperature
of the hot spots change dynamically over the fiber length and time. This can be ac-
complished by adopting a multi-level thresholding-based image segmentation. Such
a more realistic scenario may provide a more general validation of the approach
presented in this thesis.

The main bottleneck of RDTS technology hardware is its receiver system, requir-
ing a detailed analysis of the electronic circuit components. In this perspective, in
chapter 3 of this thesis, the receiver of the RDTS was characterized by a new analyt-
ical formalism that for the first time takes into account the sensitivity of the signal
of interest with temperature. The theoretical analysis is validated with simulations
allowing us to precisely identify essential parameters in the receiver design for RDTS
operation. Among the parameters characterized are the minimum noise/SNR levels
allowed to detect tenths of degree of temperature variations, the optimum value for
signal amplification gain, resistance value, and bandwidth. Also, all the analyzed
parameters are related to basic criteria in the evaluation of sensor performance, such
as accuracy, spatial resolution and range.

The developed analysis allows predicting and directing the design of very low
intensity signals reception used in temperature fiber sensors, reducing the complex-
ity in designing such sensors when hardware level changes are required. With these
specifications, the development of a prototype of a receiver system with high sensi-
tivity to detect low-intensity signals is the next step to be considered and we leave it
as a suggestion for future work to be performed. In summary, despite the significant
advance that signal processing techniques have provided to RDTS technology, we
strongly believe that for this sensor technology to continue to evolve to meet the
current demands of the industry for highly accurate sensors, it will be necessary to

develop RDTS devices with new high sensitivity configurations.

5.2 Interferometric fiber sensors

Interferometric fiber sensors are widely employed in the monitoring of several phys-
ical parameters and are commonly associated with features like having easy fabri-

cation processes, and being very compact structures in all-fiber setups. However,
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depending on the type of interrogation mechanism, some problems may arise. For
instance, in some cases, for those sensors to achieve high resolution, its operation
range has to be significantly reduced so that it can work within its linear response
range. By focusing our attention on this issue, we propose and experimentally
demonstrate in chapter 4 a linearization technique for interferometric fiber sensors.
From a 2D reconstruction of the interference spectra and subsequent denoising pro-
cess, relevant improvements in linearity and range are obtained for both angle and
liquid level sensors. Such an approach is not only inexpensive because it does not
require to modify the physical structure of the sensor, but is also easy to implement
on any graphical interface. The results presented here show that our linearization
technique can increase the linearity and the operation range of existing interfero-
metric fiber sensors. A significant improvement in R? of 8.52 % and 15.12 % was
demonstrated for angle and liquid level measurement sensors, respectively. In addi-
tion, our proposed 2D denoising linearization technique potentially can be applied
to interferometric sensors that use different interrogation approaches and measure
physical parameters beyond those evaluated in this study. The evaluation of the
linearization technique proposed in this thesis on interferometric sensors capable of
measuring liquid level variations greater than 50 cm can be investigated as future

work.

5.3 New avenues

Furthermore, for both distributed and interferometric fiber sensors covered in this
thesis, we believe that a direction for future investigations will be to conduct field
tests of the solutions developed here. In which possible issues can be discovered and
solved, as well as new insights can be obtained. The next steps still include the
intelligent instrumentation of these sensors, with the sensor itself making decisions
and changing its configuration dynamically according to the current monitoring
circumstances. This implies that their interfaces are connected to other equipment
and therefore will require the development of new architectures.

Finally, it is expected that the research of new signal processing techniques cou-
pled with the continued development of narrow-line high power lasers, faster A/D
converters, high-gain amplifiers with low noise insertion, will continue to drive the

development of new optical fiber sensing technologies in the coming years.
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