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“Whatsoever thy hand findeth to do, do it
with thy might; for there is no work, nor de-
vice, nor knowledge, nor wisdom, in the grave,
whither thou goest.”

(The Bible, Ecclesiastes, 9, 10)





ABSTRACT

Children with Autism Spectrum Disorder (ASD) who are diagnosed early and therefore
receive appropriate treatment can improve their development. One way to encourage them
is using social robots. This Master’s Dissertation presents an improvement for the robot
created by the Assistive Technology and Robotics Group at UFES using proxemics. A new
control law using the Workspace concept and an internal representation with an external
visualization of the robot’s emotional state are also presented. The Robot Operating
System (ROS) is incorporated into the design to facilitate modifications and adaptations.
The results show that proxemics influences the robot’s controllability, as proposed through
the State Machine, and respects the child’s wishes, and that the robot is able to simulate
emotions during its movement and according to its interaction with the child.

Keywords: Autism Spectrum Disorder. Mobile Social Robot. Emotions. Control. ROS.





RESUMO

Crianças com Transtorno do Espectro Autista (TEA) que são diagnosticadas precocemente
e que por isso recebem um tratamento apropriado podem aperfeiçoar os seus desenvolvi-
mentos. Uma forma de estimulá-las é utilizando robôs sociais. Esta Dissertação de Mestrado
apresenta uma melhoria para o robô criado pelo Núcleo de Tecnologia Assistiva da UFES
usando proxêmica. Uma nova lei de controle utilizando o conceito de Workspace e uma
representação interna com uma visualização externa do estado emocional do robô também
são apresentadas. O Sistema Operacional para Robôs (ROS) é incorporado ao projeto
para facilitar as modificações e as adaptações. Os resultados mostram que a proxêmica
influencia na controlabilidade do robô, conforme foi proposto através da Máquina de
Estados, e respeita os desejos da criança, e que o robô consegue simular emoções durante
seu deslocamento e de acordo com sua interação com a criança.

Palavras-chave: Transtorno do Espectro Autista. Robótica Social Móvel. Emoções.
Controle. ROS.
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1 INTRODUCTION

Apply thine heart unto

instruction, and thine ears to

the words of knowledge.

Proverbs, 23, 12

Robots are used since 1960's, when General Motors introduced theUltimate, an

assistant in automobile production's assembly line. Since then, research on the use of

robots has grown every year, as can be visualized on Figure 1 (COCCIA, 2018).

The use of robots as a healthcare assistant grew in the same proportion (KUJAT,

2010; STONE et al., 2016). Robots can be used to deliver specimens, medications or

supplies; to help people eating; to facilitate a communication as a two-way video calling;

to aid therapy of developmentally disabled children; or to help paralyzed patients walk

or balance (COELHO, 2014). They can be also used to provide assistance or comfort for

patients or visitors; to improve patient recovery time; in disease detection and treatment;

or just as a bedside companion (MATTHEWS, 2019). Yates, Vaessen and Roupret (2011)

and Bogue (2011) presented how robots have been used in healthcare, specially in surgery

in urology and prosthetic.

There are various studies on how to use robots in developmental therapies with

children with disabilities, specially in children with Autism Spectrum Disorder (ASD)

(ZHANG et al., 2019; ISMAIL et al., 2019; CABIBIHAN et al., 2013). A speci�c use of

social robot is to help autism community on diagnosis (SCASSELLATI, 2007; DUQUE,

2019).

After diagnosis, continuous treatment through multidisciplinary therapies is very

important (MICHAUD; CLAVET, 2001; SCASSELLATI; ADMONI; MATARI‚, 2012).

Among the various strategies adopted for interaction with children with ASD, there is

one that uses robots. The adoption of the interaction between robots and children with

ASD aims to stimulate the creation of bonds between these children and their parents,

caregivers and therapists (BINOTTE, 2018).

Robotics has been increasingly used for therapeutic purposes in order to allow indi-

viduals to develop their cognitive, social or behavioral skills (TAPUS; TAPUS; MATARIC,

2009).

Tapus and Mataric (2008) show an overview on Socially Assistive Robots (SAR)

focusing on personality, empathy, physiological signals, and adaptation. On the other hand,

Scassellati and Vázquez (2020) show how SAR can be used in infectious disease outbreaks.
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Figure 1 � Growth in the number of articles about `robot' or `robotics'

Source � Coccia (2018).

A possible de�nition and more information about SAR are presented by (FEIL-SEIFER;

MATARIC, 2005). They show where SAR can be used, the research on SAR, and all their

potential.

1.1 MOTIVATION

Based on the fact that children with ASD are stimulated when interacting with

robots (SARTORATO; PRZYBYLOWSKI; SARKO, 2017), the Assistive Technology and

Robotics Group (ATRG) at Federal University of Espirito Santo (UFES/Brazil) started a

research project in 2013, whose goal was to develop a socially assistive robot for interaction

with children with ASD (VALADÃO, 2016).

This Master's Dissertation presents an improvement for the robot created by ATRG

through the use ofproxemic zones, proposing a new control law to allow the robot to

interact with children with ASD. Besides that, it is proposed here the introduction of

concepts ofWorkspace, making the robot navigation limited by the acceptance of the child,

since he/she can control the interaction staying inside or outside the interaction area.

Moreover, there is a proposal for an internal representation of the robot emotional state and

how this emotional state can be visualized as a robot's face. This last characteristic allows

the robot to provide feedback to the child about the interaction in a natural way. Finally,

this work makes the implementation easier to modify or to adapt by the incorporation of

ROS1.

1.2 STATE OF THE ART

In this section some studies applied on social robots are presented, such as how

proxemics, emotions, and ROS in their implementation.
1 A set of libraries and tools that makes an interface like an Operational System to help software

developers create robot applications <https://wiki.ros.org>.
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Figure 2 � Synthetic expressions for PEP value of happiness, surprise, anger, neutral,
sadness, fear, and disgust, respectively from top left to bottom right

Source � Zhang et al. (2010).

(a) Eyes System (b) Eyebrows (c) Mouth System (d) Neck System

Figure 3 � Mechatronics aspects and design concepts

Source � Ad sc liµei and Doroftei (2012).

1.2.1 Emotions in Social Robots

Can a robot express feelings? Robot emotional representation and expression can

allow the robot to interact with a human in a more natural way, giving the same tips

human do? These questions have motivated some studies.

Zhang et al. (2010) showed an a�ective talking avatar that uses three-dimensional

pleasure-arousal-dominance (PAD) model to emulate facial expressions. They proposed

a layer between Facial Animation Parameters (FAPs), better explained in Pardàs and

Bonafonte (2002), and PAD, that allows emulating a Japanese Female Facial Expression

using an Avatar. This layer, that was called Partial Expression Parameters (PEPs), can

be represented using a mathematical function, and was used to create facial expressions,

as shown in Figure 2.

Ad sc liµei and Doroftei (2012) showed an overview concerning the design solutions

adopted in the development of a mechatronic that represents emotions of a social robot,

using an eye system, with eyelids, eye-balls, and eyebrows; a mouth system, with upper

lip, down lip, and a jaw; and a neck system, as shown in Figure 3.

Paiva, Leite and Ribeiro (2014) presented the importance ofA�ective Loop (repre-

sented on Figure 4) to stipulate the interaction between the robot and the human, and

what is essential to exist in the construction of the robot. A�ective interactions have some
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Figure 4 � A�ective Loop of Emotional Robots

Source � Paiva, Leite and Ribeiro (2014).

purposes, among which stand out: to give the illusion of life, to augment engagement,

and to augment social presence in the long-term. They also presented an overview on

researches that use principles of animation for expressing emotions in robots and how

the emotions can be computed. They addressed the SAIBA (Situation, Agent, Intention,

Behavior, Animation) framework. According to them this framework has been used by

various authors because BML (Behavior Markup Language, a part of SAIBA) contains

a de�nition of that which the character has intended to do, contains the speci�c details

about the manner in which the character is planning to perform its intention, and contains

details on how the actual character will perform it.

Models used for representing emotions were researched by Koªakowska et al. (2015).

Starting in the discrete representation model, passing through the dimensional (bi or

three-dimensional) and Plutchik models, until reaching the Ortony, Clore, and Collins

model (commonly referred to as the OCC model), they made a vast review of de�nitions,

qualities and uses of each model. They also showed how these models can be used in

applications.

Zhou and Shi (2017) proposed a novel method for facial expression synthesis,

using Conditional Di�erence Adversarial Autoencoder (CDAAE) to model changes of

low-level facial features. They showed also how this technique was used to create facial

representations of emotions from a real face, as shown in Figure 5.

Paiva et al. (2018) studied how emotional processes are a main part in the creation

of social robots. They showed examples of incorporating the concept of empathy in robotic

tutors, examples of robots that share their emotions, and examples of robots that act as

partners in group-based activities.

Chebotareva et al. (2019) developed a psycho-emotional system implementing four

basic emotions using a spiking neural network based on Izhikevich model to `decide' how

to interact with the environment based on its psycho-emotional state. They proposed the
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