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Resumo

Técnicas para interagdo Humano-Robd-Ambiente permitem compartilhar o con-
trole entre dispositivos assistivos, como andadores inteligentes, e seus usudrios,
levando em consideracdo a intencdo de movimento humana e ambientes dindmi-
cos compostos por objetos e pessoas. Andadores inteligentes sdo robds de servigo
equipados com uma série de sensores e aturadores e tém finalidade de promover
assisténcia a locomogdo para pessoas com alguma limitagdo de movimento. A com-
plexidade dos algoritmos utilizados para processar todos os dados aquisitados atra-
vés dos sensores impulsionou pesquisadores a estudarem e explorarem conceitos
de computacdo em nuvem, conhecidos como paradigmas de robdtica em nuvem.
Esta dissertacdo apresenta a modelagem e o devenvolvimento de uma arquitetura
eletronica para robética em nuvem aplicada a um andador robético. Através desta,
o dispositivo robético, chamado de UFES CloudWalker de agora em diante, é ca-
paz de aquisitar e transferir dados para uma mdaquina virtual robusta que processa
e converte-os em sinais de controle para os atuadores do robo. Esta dissertacdo de
mestrado também apresenta um estudo dos andadores como dispositivos assistivos,
bem como, estratégias de controle baseadas na interacdo entre humano, disposi-
tivo robodtico e ambiente. Mais a frente, desenvolvemos uma estratégia de interacdo
robd-ambiente que foi avaliada em simulacdo e validada em ambiente real. Os resul-
tados obtidos mostraram a confiabilidade dessa estratégia e nos levaram ao desen-
volvimento de uma estratégia de interagdo humano-rob6-ambiente no mesmo robd,
através da detecgdo e rastreio das pernas do usudrio. Finalmente, nés validamos
esta estratégia no mundo real com obstdculos dinamicos e estéticos. Os resultados
mostram que o UFES CloudWalker é capaz de se adaptar as mudangas realizadas

no ambiente e as inten¢des de movimento do usuario.

Palavras-chave: Interacdo Humano-rob6-Ambiente. Dispositivos Assistivos.
Andadores Inteligentes. Robética em nuvem. UFES CloudWalker.
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Abstract

Techniques for Human-Robot-Environment Interaction allow sharing control
between assistive devices, such as smart walkers, and its users by taking into ac-
count the human motion intention and dynamic environments composed of objects
and people. Smart Walkers are service robots equipped with a series of sensors
and actuators to provide locomotion assistance to impaired people. The complex-
ity in the algorithms to process all the sensors data push researchers to study and
explore concepts of cloud computing, called cloud robotic paradigms, in such plat-
forms. This dissertation presents the design and development of an electronic archi-
tecture for cloud robotics applied to Smart Walker. Through this implementation,
the robotic device, from now called UFES CloudWalker, is capable of acquiring and
transferring data to a robust virtual machine which process and convert them in to
control signals to the robot actuators. This Master’s Thesis presents a study of smart
walkers as assistive devices, as well as, control interaction strategies between the
human, the robotic device and the environment. Moreover, we developed a robot
environment interaction strategy which was evaluated in simulation and validated
in real environment. The results showed the reliability of this strategy and boosted
the development of a Human-Robot-Environment Interaction strategy in the same
robotic device by adding information of the user’s legs. Finally, we validated this
strategy in real environment with static and dynamic obstacles. The results show
that the UFES CloudWalker adapts its behaviour accordingly changes in the envi-

ronment and the user motion intentions.

Keywords: Human-Robot-Environment Interaction. Assistive devices. Smart
walkers. Cloud robotics. UFES CloudWalker.
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Chapter 1

Introduction

1.1 Motivation

According to a report of the World Health Organization (WHO) [1], the global
population is expected to reach 9.7 billion in 2050. Two-thirds of this projected
growth will be driven by current age structures. Low levels of fertility combined
with increased longevity ensures that populations of all countries are growing older,
resulting in a growth more than doubled in the people aged 65 population, while
the number of children under five years is projected to remain relatively unchanged,
between 2019 and 2050. In general people between the ages of 60-70 years start to

present an accelerate decline rate in their walking speed [2].

Mobility is the most relevant physical ability that impacts directly people’s life,
whether in individual activities or in group [3]. This capability is reduced with

aging, and neurological diseases such as cerebral palsy (CP) and stroke.

CP is a motor disorder caused by brain lesions that occur prenatally, or before
two years of life. It affects directly the motor system causing spasticity, muscle hy-
pertonia, muscle weakness and rigidity. Consecutively, individuals with CP, chil-
dren and adults, present greater dependency, restricted social participation and a
decreased quality of life [4].

Stroke is one of the major cause of adult disability and leads to difficulties in
performing activities of daily living among victims [5]. Low limb spasticity is one
prominent secondary consequence, which is directly related to further complicate
stability control and has been estimated to occur in 13% - 12% of stroke survivors

one year post-stroke [6].
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The development of rehabilitation devices for people with mobility impairments
is based on principles and capabilities of modern information technologies [7]. Re-
habilitation based on the use of robot-assisted devices with biofeedback for motor
training of upper and/or lower limbs still not popular in rehabilitation centers, but

in a few years it could be a reality, especially in developing countries such as Brazil

[8].

Currently, service and health robotics, more specifically for individuals with
walking impairments, have became one of the main fields of study in robotics, al-
lowing the researchers to develop assistive technologies to provide better quality of
life through motor rehabilitation [9]. Motorized devices with intelligent control for

passive-active robot-assisted therapy are widely used [10].

Advances in robotics allowed researchers to develop new generation of walkers,
the Smart Walkers (SWs). Theses assistive devices present actuators and sensors
providing assisted navigation, localization, obstacles detection and avoidance for
people with disabilities [11]. In this context, one of the main challenges is how
to share the control between the robotic platform, the user and the environment,
composed of objects and even people [12].

Human-Robot Interaction (HRI) is one of the key points on the development of
robotic devices that cohabit with humans, the so called service robots. To bring such
devices to human lives, it is necessary to study and understand complex technolo-
gies from robot design, sensing, and control strategies to ensure safety and collabo-
ration tasks efficiency [13]. Robot-Environment Interaction (REI) strategies allow the
robot to collect information about static and dynamic objects, and also people within
an environment, providing safe navigation through path planning techniques, as

well as social interaction to its users [14].

Taking into account the benefits of both HRI and REI control strategies, the de-
sign and deployment of Human-Robot-Environment Interaction (HREI) strategies
in service robots provide natural user interaction, as well as effective environment

sensing and adaptation while maintaining safety requirements [15].

The necessity of real-time processing of the data produced by sensors incor-
porated in the SWs triggered the cloud robotics concepts deployment in such de-
vices. Moreover, the robotic platform is seen as a set of services deployed on the
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cloud, which can perform complex algorithms such as patterns recognition of cam-
era frames, mapping and path planning, and communicate with another systems
[16].

This dissertation presents and discusses technologies related to SWs: sensors,
actuators and control strategies that provide adaptive behaviour to changes in the
environment, user’s movement intentions, or both simultaneously. This work also
describes the design and implementation of electronic architecture of the new ver-
sion of the UFES Smart Walker for cloud robotics, the UFES CloudWalker. This SW
is capable of connecting bidirectionally with one or more servers, which process

data and send back control signals in real time.

Moreover, the deployment of a REI control strategy based on mapping, local-
ization and obstacles avoidance is evaluated in simulation and validations are con-
ducted in real environment. Ultimately, a new HREI strategy based on the user’s
legs distance and the REI controller is deployed in the robotic device and validated
in real environment. Results and further improvements are presented and discussed

in the last chapter of this work.

1.2 Objectives

The main objective of this research is to develop and validate an HREI control
strategy in the UFES CloudWalker. Through this approach, this service robot adapts
its behaviour accordingly the environment constraints and the user’s motion inten-

tions. To accomplish this, the following specific objectives are proposed:

* To design and build the electronic architecture that enables to collect and pro-
cess the data of the different sensors. It also allows communication with a
server in local network and/or in the cloud. The processing can be done in the

server or in both machines parallel.

* Todevelop, in simulation environment, and to validate, in real world, the map-
ping and localization, and the autonomous navigation modules for the UFES
CloudWalker;

* To develop and to validate an HREI control strategy incorporating, in the UFES
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CloudWalker, the autonomous navigation module and user’s motion inten-
tions signals to provide locomotion assistance and safety guidance simultane-

ously to its users.

1.3 Background of Smart Walkers in NTA

Smart Walkers have been the focus of research and development over the last
decade at the Center for Assistive Technology (Nuicleo de Tecnologia Assistiva - NTA)
at UFES. Figure 1.1 illustrates an overview of the implementations conducted in our
research group in the context of SWs.

b - [Tox S / R -
L \J2> l/ \J“; O, :‘L \J?; >

Schneider V. A. Rodriguez C. A. C.A. Cifuentes M. F.Jiménez R.C.deMello A.G. Leal-Junior W. M. Scheidegger

( UFES Smart Walker J  urEs Cloudwalker |

@ Legs Detection
@ Interaction Forces
O man Gar

@(Haptic and Proxemics ]

@ [ Cloud Robotics ]

@ [Optical Fiber Wearables] i

@[Legs and Face Detection]

FIGURE 1.1: NTA background of Smart walkers development.

The first version of the UFES Smart Walker electronic architecture was devel-
oped by Schneider V. A. et al. [17] and Rodriguez C. A. et al. [18]. This robotic
device is composed of two 3D force sensors MTA400 (FUTEK, US) !, an embedded
computer based on the PC/104-Plus (ADVANTECH, Taiwan)?, one Laser Range
Finder (LRF) sensor URG-04LX (HOKUYO AUTOMATIC CO., Japan) °, two DC

1h’ftps: / /www.futek.com/store/multi-axis-sensors/triaxial / triaxial-load-cell-
MTA400/FSH04139

Zhttps:/ /www.advantech.com.br /products/pc-104-i-o-modules /sub_1-2jklur

Shttps:/ /www.hokuyo-aut.jp/search/single.php?serial=165
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motors and one caster wheel, Figure 1.2. A Personal Computer (PC) was used for

programming the real-time system, and to store data from the experiments.

3D Force Sensors
DS I ESTDE 2

_____

FIGURE 1.2: UFES SW First version. Source: [18].

In this opportunity, both researchers made the integration of all the sensors and
actuators mentioned before with the PC/104-Plus. They also proposed and devel-
oped two HRI strategies: leg’s detection module based on LRF sensor and user’s

interaction forces through the pair of 3D force sensors.

In [19], C. A. Cifuentes et al. developed a control strategy for walker-assisted
locomotion based on the leg’s detection module, a wearable Inertial Measurement
Unit (IMU) sensor for human gait phase estimation and another attached to the
UFES Smart Walker frame to predict the orientation error between the user and the
robot platform.

M.F. Jiménez et al. made improvements in the UFES Smart Walker to promote
HREI through a novel control strategy based on admittance controller with spatial
modulation in virtual pre-defined paths [11, 20]. They allow the robotic device to
infer the user’s motion intention by using data from two 3D force sensors, Figure
1.3.A, located under the forearm supporting platforms. This SW also can provide,
to its users, visual feedback through two LEDs (Figure 1.3.B). Once the user is be-
ing guided along the virtual path, a second LRF sensor RP LIDAR Al (SLAMTEC,
Shanghai)* acquires data from the environment and an obstacle detection algorithm

process them to generate control signals when needed.

“https:/ /www.slamtec.com/en/Lidar/Al
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3D Force Sensors
Futek MTA400
Robo Peak
RP-LIDAR
Inertial Sensor
BENOQOSS

Driver DC Motors
MD22

LRF Sensor

PC104 - Plus Left Led Rig h/t Led

Matlab_Real Time_xPC - 1 \

\ /

DC Motors and
Encoders Us Diaital H1 _

Caster Wheel

(A) (B)

FIGURE 1.3: (A) UFES SW improvements. (B) Left and Right LEDs
position. Source: [20].

With the premise to allow social interaction in addition to locomotion empow-
ering to the SW users, M. E. Jiménez et al. developed in [21] a new HREI control
strategy based on proxemics, distance zones that human unconsciously maintains
in social situations. Thus, this SW also takes into account social conventions and
human behavior being capable of interact with both environment and the people

around it.

The use of fiber Bragg gratings (FBGs) arrays in polymer optical fibers (POFs)
to estimate the human gait cadence, floor vibration condition and human-robot in-
teraction forces, and also oxygen saturation, breathing and heart rate were imple-
mented in the UFES Smart Walker by A.G. Leal-Junior et al. [22, 23].

Advances in emergent control strategies and techniques applied to healthcare
and service robots drove R.C. de Mello et al. to leverage the deployment of cloud
robotics paradigms in the UFES Smart Walker, the CloudWalker architecture. This
approach allows the SW to share data with remote machines which could store and
also process the information parallelly, unlike the past implementations cited before.

The CloudWalker architecture dissociates the smart walker and its embedded
system from the features it can offer (Figure 1.4). The centralization of services run-
ning on the cloud allows the data management and real-time processing faster than
the traditional SW which have limited computational power [24].



Chapter 1. Introduction 7

Doctors and Emergency
Therapists @ Q Services

[ Cloud Processing ]

E and Storage services
T - - =0 s o=
] !
T Embedded Computer 1
g ] and Wireless Interface 1
& 1
O, "
0 1
E 2. Sensors and | Actuatorsand| !
S 51 | Interfaces Interfaces | |
1
1

DL
wrHl

Environment Patient

FIGURE 1.4: UFES CloudWalker overall architecture. Source: [24].

In order to make the communication possible between the UFES Smart Walker
and the Virtual Machine (VM) possible, a Raspberry Pi 3 was used as a gateway.
The sensor data is stored in it and the force signals are transmitted to the cloud,
VM. A minimal version of the admittance-based controller presented in [20, 25] is
implemented as a single service which takes the force signals as input and generates

velocity commands to assist the user’s locomotion, Figure 1.5.

CloudWalker
Smart Walker Cloud / OpenStack
. PC/104-Plus RaspberryPi3 | Virtual Machine
Sensor | Gateway_to_cloud Recvfrom_Walker
fssamgstll [ (pp UDP uP i

i o Fo"fs .} Socket || Socket
{ | Odometry |

Socket | | ¢

Force Signals
Velocities

wp |
Socket | ; ¢

L_ ubP ubP
Actuation Socket | | Socket

Wired o nu e Wireless/Wired | Simulink ROS ROS
Communication Communication | Blocks Nodes Topics

FIGURE 1.5: Network architecture between UFES Smart Walker and
the Cloud. Source: [24].
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In [26], R.C. de Mello et al. developed a cloud-based navigation service. The
main difference here is that the robotic device, a UGV (Unmanned Ground Vehicle),
is at the Colombian School of Engineering, Bogota D.C, Colombia configured to
use of this service hosted at the remote cloud platform in Brazil. The robot collects
and transfer to the cloud data from the environment and its odometry. The VM is
responsible to send goals to the robot, read and process all the data received from it
through Mapping and Localization services. Ultimately it sends back, to the robot,
velocity commands (Figure 1.6).

Case Study Architecture
r’ Y

Mapping
Service Goal Sender

Localization Path Planning
Service Service

Velocity
Controller

[ Sensory Interface Relay ]

Cloud Architecture

Communication
Gateway

( — p "
Communication
Gateway
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o
= ‘ Odometry ‘ Safety System
5 >
= System
b Y.
= 1 Robot Controller
@] 5
—
[ Sensory Interface ] I Actuators |
"
A v
I |
i i
: Environment UGy }:

FIGURE 1.6: Overall architecture linking the UGV and the cloud-based
navigation service. Source: [26].

W. M. Scheidegger et al. developed a novel multimodal cognitive interaction
control strategy which leverages data from the user’s legs and face orientation to
command the SW displacement [27]. This work was done also in partnership with
the Department of Biomedical Engineering of the Colombian School of Engineering,
Bogota D.C, Colombia. This setup has two channels of cognitive interaction, the
visual, through a Red, Green, Blue (RGB) camera, and the active ranging sensing by

LRF sensor positioned to detect the user’s legs, Figure 1.7.
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FIGURE 1.7: Visual and active ranging sensing channels. Source: [28].

Two services/modules are responsible to estimate the current user distance from
the walker and face orientation. With these parameters a third service is used, the
Follow-in-Front Controller. This service is responsible to generate and transfer lin-
ear and angular velocity to the robot low-level control system which makes the

robotic device always be in front of the user.

The necessity to provide comfort, security, and rehabilitation to SWs users, ad-
vances in computing, and robotics triggered the emergence of new control strategies
based on the interactions between the human, the robot, and the environment simul-
taneously. The following section discusses the most recently relevant technologies
employed in SWs worldwide.
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1.4 Justification

Literature reports that modern SWs have introduced HRI and HREI control
strategies. These algorithms take into account data from several sensors, such as
2D and 3D LRFs [14], polymer optical fiber [22, 23], IMUs, RGB and RGB-D cam-
eras [29, 30] aiming to estimate user’s bio-mechanical and spatiotemporal param-
eters, motion intention and environment constraints. Due the high computational
costs associated to the use of complex control strategies, some of these SWs have
adopted cloud robotics paradigms as well as parallel processing optimizing their

performance.

In Table 1.1, we present a summary of the current trends in the SW develop-
ment. We used three main criteria to make it: the presence of motors for locomotion
assistance (active), at least one shared control strategy, and the capacity of commu-
nicating with other machines in local network and potentially instantiated cloud
systems (network-enabled).

Reference Walker/Author Active Shared Control Strategy Network-Enabled

[31, 32] Wachaja et al. - v -
[33] i-walk - v v
[34] c-Walker - v
[35] Zhao et al. v’ v -

[36-38] i-Walker v v -

[39-41]  ISR-AIWALKER v’ v’ -

[42-44] MOBOT v’ v’ -

[45-48] ASBGo++ v v -

[49-51] CPWalker v v

[52, 53] AGoRA v v

TABLE 1.1: Summary of Related Work.
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The robotic device developed by Wachaja et al. [31, 32] is a passive SW aimed
to assist blind people with walking impairments needs. It was built by externally
mounting sensors on an off-the-shelf walker, ensuring the faster user’s adaptability

to the new system.

This SW is equipped with two LRF sensors, a UTM-X002S (HOKUYO AUTO-
MATIC CO., Japan) ° fixed and used to compute the ego-motion, and a UTM-30LX
(HOKUYO AUTOMATIC CO., Japan)®, continuously tilted up and down by a servo
motor to create a 3D model of the environment. A computer is also used for data

processing and one vibration motor attached to each handle for tactile feedback.

Its users also need to use a vibro-tactile belt which contains five vibration motors
to warn about the objects in the environment closer them. This robotic device is able

to communicate with a cloud server but only to update the map for navigation.

The i-walk lightweight rollator, presented in [33], is a passive SW which has
not wheel encoders to track the motion of each wheel. It leverages the 2-D LRF
sensor data readings to estimate its odometry and consecutively estimate its pose
on a specific map. A Realsense D435i (INTEL, US) 7 depth camera is mounted in
it to capture the user activity. The camera frames are processed in a Jetson TX2
(NVIDIA, US) ® board to estimate the patient’s 3D pose, action and gesture. This
SW has also another features such as speech understanding, visual feedback to the

user, and assisted navigation through speakerphone.

The c-walker [34] is a passive walker which provides shared strategies based on
brakes control and shared steering, once it has stepper motors in each of the turning
wheels and electromechanical brakes in the rear ones. Differently from the passive
walkers cited before, this SW leverages data from both its egomotion sensors (wheel
encoders and IMU) to estimate relative localization, front camera and a RFID reader
to calculate absolute localization of markers (Qr codes and RFID tags), and a Kinect
One (Microsoft,US) ? sensor to estimate the 3D model of environment and reduce
the robot position errors. The relative localization estimation is done locally, in the
main board, through a multi-sensor data fusion technique, the Extended Kalman

Shttps:/ /www.hokuyo-aut.jp/search/single.php?serial=170
®https:/ /www.hokuyo-aut.jp/search/single.php?serial=169
"https:/ /www.intelrealsense.com /depth-camera-d435i/
8https:/ /developer.nvidia.com/embedded /jetson-tx2
%https:/ / pt.wikipedia.org/wiki/Kinect
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Filter (EKF) [54], while the other two algorithms are processed as services in a cloud
VM.

This robotic device uses also the Social Force Model (SFM) [55] for path planning
considering the pedestrians along the desired trajectory as attractive or repulsive
forces to characterize their reluctance to stay too close to each other. It provides
four different level of feedback to its users: mechanical (electrical brakes on the
back wheels and stepper motors mounted on the front ones), haptic (vibrotactile
bracelets), visual (screen) and acoustic (generation of 3D sounds).

Different approaches were conducted in active SWs. The SW developed by Zhao
etal. [35] uses two hub motors and linear-pull brakes to provide guidance assistance
for elderly people. This device infers user’s motion intention through reinforcement
learning (RL) techniques applied to lower limb gesture obtained from a 2D LRF and
a infrared camera readings. An interesting feature of this SW is the autonomous
mobility, which extracts time delay features from the user voice signal and send
the robot to the user summoning through RL techniques for efficient sound source
localization (SSL).

The i-Walker [36-38] is a modified 4-wheeled rollator with two hub motors in-
tegrated to the rear wheels and also two modified handlebars with brake handles
and force measurement units (32 strain gauges mounted in 8 bridges). It leverages
the handle bars force measurements to estimate spatiotemporal gait parameters of
its users being capable of providing assistance in three different moments: active
motor on climbs, active brake on descents, and active differential for asymmetric

muscle compensation.

Aiming to replace the traditional force sensing technologies a vision-based ap-
proach was deployed in the ISR-AIWALKER [39]. This implementation is based on
Leap Motion (Ultraleap, UK) '°, LP, sensors and springs, mounted on the walker
handlebars. The data produced in this setup is used to generate fuzzy-logic com-
mands to the low level controller and a safety gripping system which classifies if the
user’s gripping is adequate or inadequate for the SW use. The user’s gait analysis
system is equipped with an RGB camera and another LP sensor which are respec-
tively used in the lower limbs, and the feet and heels strike detection modules.

Ohttps:/ /www.ultraleap.com/product/leap-motion-controller/
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It also provides assisted navigation based on user intent adjustment [40, 41].
This approach uses Reinforcement Learning (RL) techniques to classify user’s inten-
tions, detects the environment constraints through a Microsoft Kinect One sensor
and estimates the best route with a rapidly-exploring random tree-inspired algo-
rithm.

The MOBOT [42—44] platform consists in the fusion of two robots: an active
rollator robot for walking and a nurse-type for sit-to-stand (STS) assistance. It is
equipped with Force, LRF, cameras, kinect sensors and microphones providing in
total seven main functionalities to its user’s: adaptability to the user (location, ges-
tures, voice and postural stability), mapping, self-localization, autonomous mobility
to approach the user from distance, physical assistance, autonomous parking and
charging.

The ASBGo++ SW [45-48] was developed to provide safety, natural maneuver-
ability and intelligent assistance in rehabilitation treatments for patients with ataxia.
Equipped with two motorized wheels and multiple sensors, this robotic device ac-
quires user’s gait pattern data, movement intention and possibility of falls. The
distance between the user and the SW is measured from IR sensors readings, a LRF
sensor and RGB cameras are used for leg/foot tracking and upper body monitoring.

It presents four operating modes of this device: autonomous, manual, safety
and remote control mode. The main difference between the ASBGo++ SW modes is
that the autonomous mode just provides cognitive navigation assistance through a
pre-defined path between the actual position and the target, while the manual mode
uses mainly the handlebars as HRI strategy and the commands are defined on the
interface by the users.

It is possible to combine the manual mode with the safety mode, in other words,
while the user is guiding the SW a warning system is activated and it warns the user
of a dangerous situation. Finally, remote control mode gives the possibility to the
physiotherapists to monitor the user behavior, compensations, and reactions against

changes in the user’s speed and orientation.

The CPWalker combines SW and an active exoskeleton for assisted-therapies

and complementary treatment for CP patients, once it is a disorder of posture and
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movement due to a deficiency or lesion in immature brain [49-51]. This robotic plat-
form is able to promote rehabilitation through a Multimodal Human-Robot Interac-
tion interfaced by an Electroencephalographic (EEG) acquisition unit, Electromyo-
graphy (EMG) system, IMUs and a LRF sensor to measure the human motion pat-

terns.

The acquisition, processing and control are decentralized and shared between
two embedded computers (PC-104) and one remote VM, as well as a tablet is used
to allow the doctor the possibility to select the type of therapy, analyze the collected

information and control the parameters in real time during the treatment execution.

The AGoRA Walker [52, 53] is a network-enabled SW which provides HREI
through several interaction strategies. The HRI strategies implemented in this SW
are recognition of user’s interaction forces, navigation commands, presence and es-
timation of his gait parameters. Besides providing all these features, the robot also
performs REI control strategies such as navigation system (mapping, autonomous
localization and path planning), detection of surrounding people and path adaption

due to social conventions.

The process of mapping is made off-line through the ROS gmapping package
[56], which leverages the robot odometry and the LRF sensor readings about the
environment to translate them as a grid-map image. This file is post-processed to
reinforce the main constrains and characteristics of the environment. This SW can
also be teleoperated remotely by a therapy supervisor who can also record session’s
data into a VM also.

The deployment of HREI control strategies on the cloud as services became a
new trend in modern SWs. Due this fact, this master’s thesis proposes an electronic
architecture, the UFES CloudWalker, capable of providing lower limb rehabilitation
to its users through modern HREI control strategies. Moreover, the development,
implementation and validation of an autonomous guidance system centered in the
user’s motion intention will be covered in both simulation and real world environ-

ments.
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1.5 Contributions

In this work, the author developed an electronic architecture to the new version
of the UFES Smart Walker, the UFES CloudWalker. The integration of several sen-
sors and the wheel motors of this robot, including the low and high level controllers
was done, as well as the communication and parallel processing with another ma-

chine through local network.

Moreover, the author created the UFES Cloud Walker digital twin inside a simu-
lation environment to boost the development of control strategies. This setup helped
him to evaluate a REI controller as a first part of the deployment of an HREI control
strategy in real world which takes into account the environment constraints and the

user’s movement intention

1.6 Publications

During the realization of this dissertation, the following paper was published
and is directly linked to the work here presented:

* Publication A: ROCHA-JUNIOR, ]J.C.; MELLO, R.; BASTOS-FILHO, T.; FRI-
ZERA-NETO, A. Development of Simulation Platform for Human-Robot-En-
vironment Interface in the UFES CloudWalker. In: 2020 XXVII Congresso Brasi-
leiro de Engenharia Biomédica (CBEB), SBEB, Vitoéria, 2020.

Lastly, the author participated in the other research work related to this disser-

tation; the main publication resulting from such activities is listed bellow:

¢ Publication B: L. B. P. Nascimento, J. C. Rocha-Janior, V. G. Santos, D. S.
Pereira, P. J. Alsina and A. Frizera-Neto. Fast and Safe Path Planning Method
for an Autonomous Smart Walker. In: 2020 Latin American Robotics Sympo-
sium (LARS), 2020 Brazilian Symposium on Robotics (SBR) and 2020 Workshop on
Robotics in Education (WRE), Natal, Brazil, 2020.

1.7 Dissertation Overview

This Dissertation is structured as follows. Chapter 2 introduces a study on mo-

bility assistive devices, especially the conventional and smart walkers. Moreover,
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it also discusses HREI and autonomous navigation (assisted guidance) strategies.
Ultimately, concepts related to cloud robotics are clarified, as well as related work

focused on assistive devices in the healthcare industry.

In Chapter 3, the robotic assistance architecture, UFES CloudWalker, and its dig-
ital twin are presented. Details of its subsystems to human and environment inter-
action control strategies, the proposed electronic architecture, the integration with
remote VMs and the simulation environment setup are described.

In Chapter 4, the development of an Autonomous Navigation strategy is pre-
sented followed by evaluations made in simulation environment, and validations
conducted in real world. This chapter ends with the analysis and discussion of the

results from both scenarios, and preliminary conclusions.

Chapter 5 describes the implementation of a HREI strategy, which is a combi-
nation of two control strategies: the autonomous navigation, described in Chapter
4, and a HRI based on user’s legs distance to the UFES CloudWalker. Results are
discussed to validate this control strategy in real world, as well as, preliminary con-
clusions are conducted.

Finally, Chapter 6 summarizes this dissertation, presents the final remarks and
future improvements.
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Chapter 2
Theoretical Background

This Chapter presents concepts related to assistive devices for mobility, from
traditional walkers variants to smart walkers and interaction control strategies (HRI,
HREI and autonomous guidance). Ultimately, it discusses cloud robotics applica-
tions in healthcare focused in service robots.

2.1 Mobility Assistive devices

Assistive devices can offer support and assistance to people with different im-
pairment conditions in terms of education, communication, leisure and mobility
[57, 58]. In the mobility assistance context, these devices can be classified as alterna-
tive, when there is not locomotion capacity, or augmentative, when there is residual
mobility. The selection of the best device to be used must be done after a physio-
therapist clinical analysis, whose can choose and set the necessary adjustments in

the equipment according to the user’s needs [59].

In the universe of the alternative devices, wheelchairs (manual and motorized)
and the special vehicles (e.g. scooters) have been developed and constantly im-
proved (Figure 2.1). It is known that the continuous use of such devices may cause
serious problems to the user (i.e. joint stiffness, skin ulcerations and deformities
in the spinal cord). Due this, in cases when the users present a reminiscence level
of locomotion capabilities, they are encouraged to adopt augmentative devices to

empower their natural means of locomotion [60].

Several assistive devices emerged to empower, fully or partially, the residual ca-
pabilities of locomotion for daily activities. They were developed for people with
gait impairments, being popular in elderly people, often with mobility difficulties
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[60]. It is important to highlight that besides provide walk assistance these de-
vices also prevent falls and reduce the impact in the user’s lower limbs by support-
ing their weight partially. Augmentative devices are classified in two modalities:
wearable, such as orthosis and prosthesis (Figure 2.2), and external, such as canes,
crutches and walkers (Figure 2.3). Due the fact that walkers are the focus of this

dissertation, we dedicate the following paragraphs to this topic.

(a) (b) (c)

FIGURE 2.2: Wearable assistive devices: a) leg prosthesis; b) knee or-
thosis; c) leg calliper

a

FIGURE 2.3: External assistive devices: a) canes; b) crutches; c) walkers
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Walkers are simple structures in which the users support their elbows or hands
as a first step to initiate the gait. The main difference between the walker types is
directly related to their ground contact configuration, being classified as: standard,
reciprocal, two-wheeled, and rollators (Figure 2.4).

|
i
l

w

&

(a) (b) (c) (d)

FIGURE 2.4: Walker types: a) standard; b) reciprocal; c) front-wheeled;
d) rollator.

The standard walker, termed also as Zimmer frame or static frame, and the re-
ciprocal walker, respectively Figure 2.4.a and Figure 2.4.b, are the best alternatives
for people who can not support their own weight through an injured leg. The Zim-
mer requires a certain level of strength in the upper limbs to lift its frame to the next
step [61], while the reciprocal mechanical structure allows the user to lift up and
move one side to the frame at a time. These walking frames may be particularly
useful for short-time rehabilitation.

Front-wheeled and rollator walkers are used when the patients have neither
lower and upper body strength to walk. These walking aids also provide consi-

derable support and a more fluid and natural gait in comparison with the standard
[61].

The necessity to provide locomotion assistance in a more natural and comfort-
able manner, advances in the robotics and electronic fields allowed researchers to
develop a new generation of walkers, called as Smart Walkers. These devices are
able to measure the user’s gait parameters and environment constraints through
sensors, processing and communication units, and network capabilities for user’s
remote assessment [62]. Section 2.2 defines and discusses concepts related to the
SWs development.
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2.2 Smart Walkers

Besides providing physical support, the SWs can also offer sensory and cogni-
tive assistance, and health monitoring to their users. At this point, the user can not
only interact with it in a physical way but also cognitive, in other words, SWs have
a certain level of intelligence to infer the human motion intention, allowing more

natural gait to the user [20].

These devices are used also for extended features, such as gait and navigation
assistance, sit-to-stand transfer, obstacle avoidance, and fall prevention [63]. Thus,
SW are capable to increase the user’s intimacy through control strategies that closes

the loop between the human, robot and, in some cases, the environment also.

2.2.1 First development of Smart Walkers
Guido [64] is a SW developed by Haptica (Dublin, Ireland) aimed to blind peo-

ple, developed from 1995 to 2001. The active and passive versions of it are de-
picted in Figures 2.5 and 2.6 respectively. In the active versions the robot had mo-
torized traction and the speed was determined by user interaction with the force-
sensitive handlebars unlike the passive, which did not have motorized traction, and
a simpler user interface and a slightly lower cost of manufacture. These SWs were
also equipped with sonar sensors and speakers. The commercial version of Guido

launched in 2001 is depicted in Figure 2.7.

FIGURE 2.5: (a)-(c) Guido active versions 1995-1999. Source [64].
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FIGURE 2.7: Guido commercial version. Source [64].

The PAMM [65, 66] is another classical SW focused on mobility assistance to el-
derly and blind people referenced in several scientific papers. Its first version was
built as a part of a doctoral thesis in Massachusetts Institute of Technology (MIT),
back in 2002 . This passive SW has an adaptive shared control strategy based on the
the user’s motion intention, estimated through force sensors attached on its han-
dlebars, and environment constraints. It also monitors the user’s activity through a
robust noninvasive electrocardiogram (ECG) based pulse monitor. Figure 2.8 shows
the structure of the PAMM SW.

The JARoW (JAIST active robotic walker) [67], developed by researchers of the
Japan Advanced Institute of Science and Techonology (JAIST). Its drive-train system
is composed of three omni-directional wheels mounted underneath the base frame
120 degrees apart from each other. This allows the SW to move not only forward
and backward but also to slide sideways and to perform rotations at the same spot.
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FIGURE 2.8: PAMM Smart Walker structure. Source [66].

To estimate the user’s lower limbs position, it is equipped with two sensor uni-
ties. Each sensor unity is basically an IR sensor mounted on the top of a servo motor,
allowing to make readings in a certain Field of View (FoV) instead of a fixed point

of interest.

FIGURE 2.9: The JARoW SW prototype. Source [67].

The SIMBIOSIS SW [60, 68], developed by researchers of the Bioengineering
Group of the Consejo Superior de Investigaciones Cientificas (CSIC) from the Uni-
versidad Politécnica de Madrid, Spain. This device is a passive walker with sup-
port for forearms. It presents two sensor subsystems designed for acquisition of
gait parameters and characterization of the HRI during gait: the upper-body force
interaction, based on two triaxial load cells installed under each of the forearm sup-
porting platforms, and another based on ultrasonic sensors in which receivers are
positioned on each user’s legs and one emitter on the walker structure to measure

the user’s feet evolution during assisted gait. This SW is presented in Figure 2.10.
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FIGURE 2.10: SIMBIOSIS Smart Walker structure. Source [68]

Developed by National Taiwan University researchers, the CAIROW SW pre-
sented in [69], Figure 2.11, uses a mini LRF sensor pointed to the user’s legs to
track the user’s footsteps and to predict motion intention. This way, it keeps the
same speed as the user: when he/she starts to walk, this SW begins also, and when
he/she stops the robotic device will repeat this behaviour also. This mechanism is
called "Step-by-step” which is its main feature.

~

FIGURE 2.11: CAIROW Smart Walker overview. Source: [69]

This SW has two main modes: Autonomous and Rehabilitation. Through the
Autonomous mode, it is possible to use the CAIROW as an mobile robot, sending
it to a pre-defined localization where the user is near by, so it will performs navi-
gation, localization and path planning to accomplish it. In the rehabilitation mode,
the platform percepts both orientation, through flexiforce sensors installed on the
handlebar, and user’s intention of movement through the mini LRF sensor. It is also
equipped with a touch interface in which the users can make an emergency call,
emit alarms, chose a music to hear and select the velocity of the SW.
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In the Subsection 2.2.2, we present some relevant works reported in the literature

focused on the multimodal interaction strategies.

2.2.2 Current trends on SW: Multimodal Interaction strategies

The growing demand for closer cooperation and interaction between robots and
humans boosted the design of more sophisticated robotic systems toward human-
inspired solutions, as a road to replicate the human ability and flexibility in per-
forming motor tasks. For such, the human-in-the-loop integration becomes one key
element in which the Human-Robot Interaction (HRI) is an inherent element in the

overall framework of Human-Robot interfaces (HRis) [70, 71].

Through the HRi, the information regarding cognitive processes is acquired and
transmitted bidirectionally, supporting all the information flow that a smart system
requires to perform its function [72]. In the literature, the terms human-machine in-
terface (HMI), human-computer interface (HCI) and brain—computer interface (BCI)
are related to this cognitive interaction between human-beings and robots [72].

In [73], an adaptive shared control strategy was developed into a SW provid-
ing auxiliary pelvic movement and ground walking. This robotic platform, Figure
2.12.A, leverages data from a force/torque sensor to support the user’s body weight
on walking, and a set of IMU sensors attached to the user body is used as input for
the estimation of gait phase parameters, this way the robot is able to provide passive
assistance when the user is walking, Figure 2.12.B.

@ Active support @ Passive support

FIGURE 2.12: (A) Robotic platform with pelvic and body weight sup-
port on walking. (B) Robotic walker overview. Source: [73].
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Currently, besides having several HRis, modern SWs also use exteroceptive
physical interfaces such as 2D and 3D LRF sensors [14], RGB and RGB-D cameras to
detect environment constraints, as well as to provide context, guidance and social
interaction to its users . The robotic platform is responsible to manage its mutual in-
teractions with the human and the environment through shared control strategies.
In the following paragraphs some examples of HREI control strategies applied into
SWs are discussed.

Deployed in the AGoRA SW [52], Figure 2.13, the walker-environment sensory
and social channel is responsible to store information such as obstacles and people
near it. The people detection system complements the performance of a navigation

system module enabling the walker with social acceptance and interaction skills.

User
(x2) Handlebars

2D LRF
(x2) Tri-Axial Force Sensors
- HD Camera

- 2D LiDAR

Back Ultrasonic Board
- Bumper Board
- Front Ultrasonic Board

FIGURE 2.13: AGoRA SW overview. Source: [52].

This strategy combines data from two physical interfaces: a LRF sensor and a
RGB camera. To minimize computational processing, this approach uses the laser
readings to trigger the image processing by the camera frames. An overview of the
methodology employed in this system is depicted in Figure 2.14.

LiDAR Distance based Feature L, Classification
Data Segmentation Extraction by RealAdaBoost
Probabilistic People Observed Locations People Detected
Calibration/Fusion Locations Pairing/Updating Locations
Camera Cluster Projection HOG Descriptor Classification Kalman
Data into Image Estimation by Linear SVM Filter

FIGURE 2.14: People detection module methodology. Source: [52]
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The result of the distance based segmentation block is depicted in Figure 2.15.A.
In the same way, these classification and the protection of these cluster into the out-
put of the image processing is in the Figure 2.15.B. Thus, it is possible to see that

three moving people were detected instead of four.

o
‘v
A

(a) (B)

FIGURE 2.15: (A) LRF clustering process output. (B) Detection of three
people. Source: [52].

The emerging topic of social mapping deals with the challenge of robot’s ma-
neuvering in complex environments, where there is the presence of humans per-
forming daily activities. This is accomplished through the embodiment of the rules

of proxemics in robots [29, 74].

Jimenez et al. [21] developed an HREI controller based on proxemics for naviga-
tion in narrow spaces applied in the UFES Smart Walker. This approach is a combi-
nation of a admittance controller which converts the user’s force/torque interaction
signals in navigation commands and also modulates the user’s haptic sense (more
closer the SW is to the predefined path, more comfortable will be his guidance ex-
perience) in the path following task, and a obstacle detection module associated to
proxemic rules which process the data from a LRF sensor aiming to classify objects
and people.

The c-walker [34], Figure 2.16, is a rollator-like SW capable of providing lower
limb rehabilitation and guidance. Three different cognitive channels (mechanical,
haptic and acoustic) are used to provide guidance to its users in a reliable manner

while sensing and processing information on user and environment.

Strategies for estimation and tracking of the SWs in mobile robots play a cru-

cial role in the development directly related to autonomous navigation, harming, in
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FIGURE 2.16: The c-walker SW. Source: [34].

some cases, the guidance performance. In an attempt to mitigate this possibility, an
approach based on multi-sensor data fusion for position tracking was implemented
in this SW.

This technique combines relative and absolute positions of the robot in the envi-
ronment, Figure 2.17. The first one is achieved by integrating the information from
the robot egomotion sensors (incremental encoders and gyroscopes) and have direct
relationship on detection of an known object positioned in the navigation map. In
contrast with it, the absolute tracking module detects real world inputs which are
used to fix the localization of the robot in the navigation map. This SW has two
absolute localization modules: based on markers (Front camera and RFID reader)
and based on 3D model (Front Kinect).

Absolute Localisation
3D model

Position

Relative Localisation P
Estimation

Absolute Localisation
Markers

FIGURE 2.17: The c-walker localization tracking. Source: [34].
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The RFID tags are positioned on the ground, and due the fact that they do not
convey any information about the robot orientation, QR code markers are placed
on the floor also. When this robotic device is moving across areas with nor QR
visual markers and RFID tags, an remove service stored in the cloud is triggered.
It performs an modified version of a Structure-from-Motion (SfM) from a Kinect
device frame. Results of this process are depicted in Figure 2.18.A and 2.18.B.

FIGURE 2.18: (A) Fabric hall 3D point cloud. (B) Estimated camera
position in the scene. Source: [34].

Modern SWs have been empowering the user’s guidance feature with HREI
control strategies. The use of cloud robotics paradigms in these robotic devices al-
low to expand its functionalities through more sophisticated algorithms without
compromise the SW processing unity. Next section discuss concepts related to cloud
robotics and how the deployment of such, in service robots, has benefited the health-

care sector.

2.3 Cloud Robotics for Healthcare applications

Currently, the use of cloud computing to host an web based application or ser-
vice became a popular practice. The computational resource availability and the
system scalability are, without doubt, positive factors of this popularity [75]. This
technology uses the service-drive business model [76], in which the infrastructure

providers lend their resources in data centers as a utility to the service providers.

Virtualization is the technology responsible to build an abstraction layer be-
tween the host and the guest system. It helps in abstraction and isolation of multiple
instances running on the same hardware within the cloud infrastructure [77]. The

majority of the services hosted in the cloud environment are web based and easily
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accessible through the internet. Some of othe popular cloud computing platforms
are Amazon AWS !, Windows Azure ?, Digital Ocean ° and Google Cloud *.

The cloud computing architecture is subdivided is four layers, Figure 2.19. The
hardware layer is in which all the physical resources are managed, from power and
cooling systems to switches, routers and servers. All these equipment are organized
inside one or more data centers. The infrastructure, also known as the virtualization
layer, creates a set of storage and computing resources by creating virtual machines
in the physical sources. The platform layer consists of the operating systems and
application frameworks. Ultimately, the application layer is at the highest level of
abstraction, in which the cloud application is found. Cloud applications can have
the auto-scaling feature enabled to ensure a better performance, availability and

lower operating cost.

End U
" “sers Resources Managed at Each layer Examples:
o~ ,\,v_ AT A e
\}‘ﬁ | —> Business Applications, Google Apps,
(W Yy Web Services, Multimedia Facebook, YouTube
Sth:VG reasa licati Saleforce.com
Service (SaaS) Application
Software Framework (Java/Python/.Net) ﬂ Microsoft Azure
Platform as a Storage (DB/File) . 4 Google AppEngine
Service (Paa$) Amazon SimpleDB/S3
Platforms | A
____________________ _ _ Amazon EC2,
Computation (VM) Storage (block) J GoGrid
f 1 Flexiscale
Infrastructure l

Infrastructure g
as a service (laa$) 1
CPU, Memory, Disk, Bandwidth

’ Hardware

FIGURE 2.19: Cloud computing architecture. Source: [76].

Cloud robotics is an emerging field of robotics embedded in cloud computing,
cloud storage and cloud networking [78]. Once the robotic device is connected to
the cloud it is empowered by computational, storage and communication resources

of modern data centers and shared services running on remote servers [79].

Thttps:/ /aws.amazon.com/
Zhttps:/ /azure.microsoft.com/
3https: / /www.digitalocean.com/
4https:/ / cloud.google.com/
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Exploiting this topic, Bonaccorsi et al. [80] developed an cloud robotic system
for the provisioning of assistive services for the promotion of active and healthy age-
ing. In it, the familiars and caregivers can monitor the seniors and the environments.
The robot can act as a mediator between the users and the caregivers reminding him
to take a medicine drug or detecting if the user is in a critical situation. Figure 2.20
shows how this platform allows the communication between the senior, the robot,

the familiars and the caregivers.

Familiars I I Caregivers

3
e  Users @

|ElmeEnE User - _Services
- .
WSNs WSNs

Robots D

W i
D & Robots * 4 i"i; ol
% %) & SmartDevices | - Smart Devices % @ ap

Homes Residential facilities

FIGURE 2.20: Overview of the cloud platform. Source: [80].

A similar approach was conducted in Fioring et al. [81], in which a personal
health management service was deployed into the cloud and a service robot was
used to mediate the communication between the caregiver and the senior. Figure

2.21 illustrates the relationship between the environment, user, robot and the cloud.

| Context |« — [
—

l Family #1

wsus@@ e
;@\‘ 7_,@
“"/-_v é o
B Ji user @ =
Robot 3 .
Home #1 ﬁ .e Home # N ﬂ

FIGURE 2.21: Environment, user, robot and sensor with cloud and Soft-
ware as a Service (SaaS). Source: [81].
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Radu et al. [82] built a cloud-based assistive system for HRI through an ex-
oskeleton which basically stores the robotic device sensor’s data for monitoring and
historical purposes, and also training materials sent by an server on the cloud. Fig-
ure 2.22, shows the communication workflow of this application. This system is
also equipped with an smartphone and a glasses with the function to inform the

user about the exoskeleton status during operation.
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FIGURE 2.22: Assistive System for Human — Exoskeleton Interaction.
Source: [82].

It is known that advances in cloud robotics increase the performance of service
robot due the fact that the cloud has unlimited resources and can run 24 hours per
day, this way all the developed services will always be running and the robot em-
bedded computer will not be compromised [83]. Despite its attractiveness, cloud
robotics requires a persistent connection to the cloud infrastructure, which is dif-
ficult to fully maintain, and other issues such as network traffic or reliability can

result in higher latency, that affects the application real-time performance [84].

In face of all the concepts presented in this Chapter, this work envisions the inte-
gration of the UFES CloudWalker subsystems through a new electronic architecture,
which also enables the communication with local VMs and the cloud. This process
is described in Chapter 3. We present and discuss, in Chapter 4, the development,
in simulation environment, and validation, in real world, of an autonomous navi-
gation strategy based on mapping, localization, path planning and obstacles avoid-
ance. Ultimately, we describe in Chapter 5, analyze and discuss the development
and validation of a HREI strategy as a combination of the autonomous navigation
strategy and the user’s leg distance from this SW. In all the validations the process-

ing is distributed between the robotic platform and a VM in local network.
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Chapter 3

A Multimodal HRI Architecture

In this Chapter, we present an overview of the proposed robotic platform, the
UFES CloudWalker. Details related to the hardware, software and networking top-
ics, as well as, the integration with its subsystems for HREI strategies through the
Robot Operating System (ROS) are described also.

3.1 UFES CloudWalker

The UFES CloudWalker [85] is a SW capable to promote rehabilitation and so-
cial interaction for people with motor disabilities. This robotic device presents a
pair of triaxial force sensors MTA400 (FUTEK, US) !, two LRF sensors URG-04LX
(HOKUYO AUTOMATIC CO., Japan) * and RPLIDAR A3 (SLAMTEC, Shanghai)
3, a USB camera C920 (LOGITECH, Switzerland) *, one depth camera Realsense
D435i (INTEL, US) °, one Inertial Measurement Unit BNO055 (ADAFRUIT, US) °,
two quadrature encoder H1-1024-IE-D (USDIGITAL, US) 7, two 24V Brushed DC
Geared Motors (DOGA, Spain) 8 and one MD22 - 24V 5A dual H-bridge motor
driver (DEVANTECH, UK) °.

1h’ctps: / /www.futek.com/store/multi-axis-sensors/triaxial / triaxial-load-cell-
MTA400/FSH04139

Zhttps:/ /www.hokuyo-aut.jp/search/single.php?serial=165

3h’ctp: / /www.slamtec.com/en/lidar/a3

4http: / /logitech.com/pt-br/product/hd-pro-webcam-c920

5 https:/ /www.intelrealsense.com/depth-camera-d435i

Shttps:/ /learn.adafruit.com/adafruit-bno055-absolute-orientation-sensor/overview

7https: / /www.usdigital.com/products/encoders/incremental /shaft/H1

8https:/ /www.dogaparts.es/en/dc-motors/

9h’rtps: / /www.robot-electronics.co.uk/md22-24v-5a-dual-h-bridge-motor-driver.html
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The Figure 3.1 shows the UFES CloudWalker mechanical structure, which is
built in aluminum and can be adjusted according the user’s height, and all its elec-
tronic devices. The necessity to integrate the multiple sensors and actuators cited
before, and to give capacity to attach new ones in the future were the main reasons
to develop the UFES CloudWalker embedded system, called Walker_IC from now

on.

3D Force Sensors
Futek MTA400

RGB Camera
Logitech c920
Hokuyo
URG-04LX

DC Motors and
Encoders US Digital H1

RP-LIDAR A3
Robot Peak

MD22 robot driver
Devantech

FIGURE 3.1: UFES CloudWalker mechanical structure and its electronic
devices.

The Walker_IC was developed in a partnership between the NTA /UFES and the
2Solve Engenharia e Tecnologia . This system was designed as a robotic version of
the 2SToolsIC '!, a robust and flexible industrial computer for automation capable to
acquire data from industrial sensors and cameras, to control processes and manage

several equipment.

Ohttp:/ /www.2solve.com/
11h’ctp: / /www.2solve.com/tecnologias/computador-industrial.html
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Its electronic architecture is basically structured in three parts: the Main, Exten-
sion and Communication boards. From bottom to top, the Main Board concentrates
power supplies and is where the Raspberry Pi Compute Module 3+ (RASPBERRY
PI, UK)'?, CM3+, 8GB version is attached and all its pins are distributed to the other
two boards. The extension board is used to give new functionalities (Analog and
Digital Input or Output) to general-purpose input/output (GPIO) pins from the
CM3+. The Communication Board, is responsible to manage the USB, Ethernet and

wireless connections as well as GPS, LORA and ZigBee.

Due the fact that the Communication and Main boards are common for both
25ToolsIC and the Walker_IC, the solution was to develop a new Extension Board.
In Figure 3.2, we present an overview of this board in therms of communication

protocols with the UFES CloudWalker electronic devices.

I°C bus Digital Output
SPI0.1 . RS5232-C
SPI0.O UART

SPI1.0 External Power
SPI1.1

FIGURE 3.2: 2sToolsIC robotics extension board.

To acquire data from the pair of quadrature encoders we use the LS7366R-S °,
a 32-bit counter. The communication is done over Serial Peripheral Interface (SPI),
devices SPI0.1 and SPI1.1. We use two MCP3208 4, 8-channel 12-bit A /D converter,
for the pair of triaxial force sensors data acquisition and for future integration of
more eight possible analog devices to the robotic platform. The communication is
also over SPI bus, devices SPI10.0 and SPI1.0.

The connection between the Hokuyo LRF sensor and the Walker_IC is done
through the RS232-C connector, making possible the serial communication. This
board has two I?C' connectors, one for the MD22 dual H_bridge motor driver and an-
other for expansion. The connection between the Walker_IC and the IMU BNO055
is done over the UART protocol.

2https:/ /www.raspberrypi.org/products/compute-module-3-plus/
Bhttps:/ /lsicsi.com/datasheets/LS7366R.pdf
14h’ttp: //wwl.microchip.com/downloads/en/DeviceDoc/21298e.pdf
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We also leverage the two channels of digital output and external power, previ-
ous designed in the Main Board, and ultimately, to integrate the LRF sensor RPLI-
DAR A3, we use one the two USB connectors in the Communication Board.

Once all the physical connections between the Walker_IC and its electronic de-
vices is presented, Section 3.2 presents all its embedded software development pro-
cess: the Operating System configuration, the communication and time synchro-
nization with another machine in local network, and the ROS framework used to

develop all the integration with UFES CloudWalker subsystems for HREI strategies.

3.2 Networking and Software integration

The Operating System (OS) chosen for the Walker_IC was the Ubuntu Server
18.04 °, a lite version of the Ubuntu 18.04 Desktop with less resources installed on
it, which implies in more available space on memory. We chose this OS also due
its full compatibility with the ROS framework due the fact that, in previous experi-
ences with the Raspberry Pi OS Lite ', the official OS suggested by the Raspberry
Pi foundation 7, a Debian-based operating system, we had many problems with
simple ROS package installation commands.

Figure 3.3 shows the physical connection between the Walker_IC and the Walker_-
PC, a second machine used to process the HREI strategies algorithms. Both Walker_-
IC and Walker_PC have static ip addresses over its Ethernet port respectively, 10.10.5.1
and 10.10.5.179. Due this the communication is possible only when both systems are
on and connected with each other over the Ethernet cable.

) B[Em]

) | \ i y

Walker_IC

FIGURE 3.3: UFES CloudWalker Network Architecture.

Bhttps:/ /cdimage.ubuntu.com/releases/18.04/release/
®https:/ /www.raspberrypi.com/software/operating-systems/
https:/ /www.raspberrypi.com/
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Once both systems are in the same network, the time synchronization step be-
gins through the NTP (Network Time Protocol). We use the chrony suite '® to setup
the Walker_PC as NTP server which answers the Walker_IC time synchronization
requests and the parallel processing can be done between them with less possible
error between their timestamps. The Walker_IC is responsible to acquire sensors
data and for the UFES Cloud Walker traction, while the Walker_PC process them

and return control signals to it.

The ROS " is a powerful and flexible framework which contains a collection
of libraries and tools allowing collaborative development of robust and complex
robots, and it supports several programming languages such as Python, C++ and

Lisp.

This framework is described in [86] as a system that performs processes such as
loading, monitoring and error handling by utilizing the virtualization layer between
applications and distributed computing resources. We chose it, the Melodic Morenia
distribution %, to standardize the development of all the sensor and actuator drivers
in the Walker_IC, as well as, the HREI and HRI control strategies in the Walker_PC.

In terms of terminology, ROS has some peculiarities and for the better under-
standing of this work some of them are described here. A ROS Master ?! is an entity
that makes the message communication node-to-node possible. A ROS Node *
refers to the smallest unity of processor running in ROS dedicated to an single pur-
pose, for example: read a message encapsulated in a topic and print it in the screen.
ROS messages * are objects that store data and are sent over ROS topics **, name

spaces in which the message is available when published by a node.

Figure 3.4 shows how the message communication happens between two nodes.
For this purpose it is necessary that the ROS MASTER is instantiated in the machine,
at least one node which publishes the information in an specific topic and another

node that subscribes the same topic.

18h’ttps: / /chrony.tuxfamily.org/
Yhttps:/ /www.ros.org/
2http:/ /wiki.ros.org/melodic
21h’ftp: / /wiki.ros.org/Master
Zhttp:/ /wiki.ros.org/Nodes
Bhttp:/ /wiki.ros.org/Messages
Zhttp:/ /wiki.ros.org/Topics
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FIGURE 3.4: ROS message communication. Source: [86].

To make the Walker_IC and Walker_PC running as a single machine, we setup
the master in the Walker_IC that communicates with the Walker_PC through XML-
Remote Procedure Call (XMLRPC) ?°, an HTTP-based protocol that does not main-
tain connectivity so the slave nodes can access only when they need to register their
own information or request information of other nodes [86]. The ROS configuration
between the Walker_PC and the Walker_IC is illustrated in Figure 3.5.

Walker_PC Walker_IC

ROS_MASTER_URI = http://10.10.5.1:11311 ROS_MASTER_URI = http://10.10.5.1:11311
ROS_HOSTNAME=10.10.5.179 ROS_HOSTNAME=10.10.5.1

FIGURE 3.5: Network Connection between the Remote PC and
Walker_IC through XMLRPC

To integrate the RPLIDAR A3 and Hokuyo LRF sensors we used their official
ROS packages, respectively, rplidar_ros * and urg_node *. The Hokuyo data is
available in the /scan topic and the RPLIDAR A3 in the /rp_scan. We developed the
UFES CloudWalker low level controller, described in the appendix A.

Phttps:/ /en.wikipedia.org/wiki/XML-RPC
2http:/ /wiki.ros.org/rplidar
27h’ctp: //wiki.ros.org/urg_node
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The relative position is calculated through the odometry information from the
wheels encoders and the IMU data, acquired by the imu_ros_node from the ros_imu_-
bno055 ** ROS node. We use the Robot_pose_ekf ? ROS node, an implementation
of the Extended Kalman Filter algorithm [87], to combine these data aiming to min-

imize position errors .

3.3 UFES CloudWalker Digital Twin

The UFES CloudWalker, Figure 3.6, is a SW able to promote rehabilitation and
social interaction for people with motor impairments [28]. This robotic device presents
a pair of triaxial force sensors, two LRF sensors, one RGB camera, one Inertial Mea-

surement Unit and two quadrature encorders.

FIGURE 3.6: UFES CloudWalker digital twin (left) and real model
(right)

We designed the UFES CloudWalker digital twin to speed up the development
of a SLAM HREI, in which the physiotherapists will be capable of send one or mul-
tiple goals to guide the user during the therapy. We created it using the URDF %
(Unified Robot Description Format) ROS package, in which, through an XML for-
mat, it is possible to describe the SW as a set of links and joints. Each joint has its
own position and orientation represented by a frame. Due this, the tf °' package
was used in order to track information about the relationship of the robot frames.

Bhttp:/ /wiki.ros.org/ros_imu_bno055
http:/ /wiki.ros.org/robot_pose_ekf
Ohttp:/ /wiki.ros.org/urdf

Shttp:/ /wiki.ros.org/tf
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Through the Gazebo plugins *?, it was possible to give functionality to the Hokuyo
LRF sensor and wheel actuators, and also to attach dynamic properties to the SW.
For the map based HREI proposed, only the Hokuyo LRF sensor and the SW odom-
etry data, provided by the relationship between the frames produced by the tf pack-
age, the GPU laser and differential drive gazebo plugins, were used.

To boost the development of HRI and HREI strategies, we envision a simulation
environment inspired in a hospital floor plan. Thus, we leverage the Gazebo ** sim-
ulator features to design a space similar to an hospital. The rviz * 3D visualization

tool was used only for data visualization.

In Chapter 4, we describe the design, deployment and validation of an Au-
tonomous Navigation strategy in the UFES CloudWalker. In it, we also discuss the
results found in both environments, simulation and real world, and ultimately, we

present our preliminary conclusions.

32http:/ / gazebosim.org/tutorials/ ?tut=ros_plugins
$http:/ /gazebosim.org/
$http:/ /wiki.ros.org/rviz
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Chapter 4

Design, Deployment and Validation of
Autonomous Navigation Strategy

In this chapter, we detail both mapping and autonomous navigation strategies
applied to the UFES CloudWalker. First, we describe the development and the
results in simulation environment for the digital twin model of the UFES Cloud-
Walker. After an evaluation and discussion of these results, we validate the pro-
posed approaches in real environment with the robotic platform. Finally, prelimi-

nary conclusions of these experiments are presented.

4.1 Map Data Extraction and Robot Navigation Algo-

rithms

Building maps is one of the fundamental tasks of mobile robots [56]. Researches
often refers the mobile-robot mapping problem to as the simultaneous localization
and mapping (SLAM) problem. The Rao-Blackwellized Particle Filters (RBPF), in-
troduced by Murphy et al. [56], leverages the robot odometry measurements and
the successive sensor environment observations to solve the SLAM problem with
grid maps. Thus, we used the slam_gmapping ' ROS node, an implementation of the
RBPF technique, embedded in the ROS framework to create a 2-D occupancy grid
map. Its hardware requirements are just a mobile robot that provides odometry data
equipped with a LRF sensor.

http:/ /wiki.ros.org/gmapping
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Strategy

We used the Hokuyo LRF sensor and the UFES CloudWalker relative position
estimations to achieve these requirements. Thus, we can manually control the SW
around the environment, sending velocity commands, while this node collects all

necessary information to generate the map.

The map representation consists of a grid-type grayscale image in which there
are three different pixel tones: 255 are for navigable spaces, 0 means non-navigable,
and 127 represents the unexplored ones. A sample of it is depicted in Figure 4.1. The
map_server > node is used to save the map image and a YAML ° file containing the
map filename, the robot pose origin and the resolution (px/m) in which this image

was generated.

i

fer

FIGURE 4.1: Example of an Occupancy grid map generated in the map-
ping process. Source: [88]

After the map building process, we leverage the move_base * ROS node, a stan-
dardized and configurable interface for mobile robot point-to-point navigation. Fig-
ure 4.2 illustrates the ROS Navigation Stack °, which has the move_base node as its
major component, optional provided and platform specific nodes.

The map_server is also responsible to load the map image and the YAML file,
and to keep the map available in the /map topic. We use the amcl ® ROS node, a
probabilistic localization system for a robot moving in 2-D based on the adaptive

2h’ftp: / /wiki.ros.org/map_server
Shttps:/ /pt.wikipedia.org/wiki/ YAML
4http:/ /wiki.ros.org/move_base
Shttp:/ /wiki.ros.org/navigation
®http:/ /wiki.ros.org/amcl
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FIGURE 4.2: The move_base ros package workflow.  Source:
http:/ /wiki.ros.org/move_base.

Monte Carlo Localization approach developed by F. Dellaert et al. [89]. It uses the

LRF sensor readings to track the robot position in a known map.

We used the Dijkstra’s algorithm [90] as the global_planner 7 of the move_base
node. This algorithm finds the shortest path between the robot actual pose and the
desired pose based on the global_costmap, the static representation of the map. In
a smaller region around the robot, called as local_costamp®, the previous path cal-
culated by the global planner can be modified according the Hokuyo sensor read-
ings while the robot is moving toward the desired pose avoiding collisions with
unknown objects. This is only possible through the local_planner, based on the Dy-
namic Window Approach (DWA) [91].

The inflation radius is an important parameter for both planners. Through it, the
robot will treat all paths that stay in the inflation radius surface or more away from
obstacles as having equal obstacle cost, providing to the SW a safe path to navigate.
Ultimately, given a plan to follow and the cost maps, the base_local_planner * sends
velocity commands to the SW wheels through a kinematic trajectory for the robot to
get from a start to a goal location.

To speed up the development and the adjustments of both strategies we used the
UFES CloudWalker digital twin model reported in Section 3.3 and all the evaluations
were conducted first in simulation environment. For the validation in real world,
we used the UFES CloudWalker, described in Section 3.1. A remote machine, the

7h’ctp: / /wiki.ros.org/global_planner
8http:/ /wiki.ros.org/dwa_local_planner
*http:/ /wiki.ros.org /base_local_planner
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Walker_PC, on the same local network of our robot was used to process all the high

level controllers and we made all the trials in an office hall.

4.2 Experimental Protocols

The experimental procedures were conducted in two different scenarios. In the
tirst one, supposing that the SW was brought or transferred to a new place, the
environment is unknown and its task is to navigate autonomously while collecting
environment data through the LRF sensor, and also to record it as occupancy grid

map

The teleop_twist_keyboard '° ROS node is used to send velocity commands to the
robot. The map is generated six times and a dimensional comparison is conducted
between 5 segments of the original environment. In the first five trials, the SW dis-
placement were made in short paths attempting to visit the segments at least once,
unlike the last trial, long ride around the map in which the robot visit each segment
more than one time. We are interested to analyze the quality of the generated map

in face of the robot detection frequency for each segment.

The trial maps and values are saved to evaluate the reliability of this approach.
11

We developed the FindSegments ' algorithm to finds each vertex in the generated
map image and to measure the distance in pixels of the 5 segments through an im-
plementation of the Good Features to Track algorithm developed by Jianbo Shi et al.
[92] done in the OpenCV library '*. The Equation 4.1 is used to convert the segment

distance in pixels to meters, where the map_resolution = 0.05 meters/pixel.

Distance!™ = distance® map_resolution™"! 4.1)

In the second scenario, we use the ROS Navigation Stack, explained in 4.1, to
load the environment map and we sent a set of goals the SW, simulating a lower-

limb guided therapy, conducted by the physiotherapist, through predefined paths.

Ohttp: / /wiki.ros.org/teleop_twist_keyboard
https:/ / github.com/JoelsonCR] /FindSegments
Zhttps:/ /opencv.org/
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Strategy

The evaluation of this approach was done by analyzing the SW pose error when
it reaches each target, considering the unknown objects positioned between the tar-
gets. We use the Euclidean Distance to measure the position errors. Orientation are
expressed in Euler angles unlike quaternions for simplicity.

4.3 Simulation Results and Discussion

This section presents the results in simulation environment of the mapping and
localization, and autonomous navigation experiments. Evaluations about the errors

from both approaches are conducted further.

4.3.1 Mapping and Localization

In this experiment we chose five different segments of the simulation environ-
ment to evaluate the generated map reliability, segments A to E. The SW displace-
ment for each trial and one sample of the generated maps are exposed in Figure
4.3.

A Start
O End
-—Trial 6

A A Start >N
~ OEnd
M —Trial 1
--Trial 2 7"
-—-Trial 3
-—-Trial 4
-—Trial 5
A

\,
\)

RN

s

FIGURE 4.3: Simulation Environment (left), discriminating the mea-

sured wall segments and short paths performed in each of the first five

trials, and; generated map sample (right), indicating the long path per-
formed in trial 6
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All the six maps were generated with the linear and angular velocities maxi-
mum values, respectively 0.5 m/s and 1 rad/s.The LRF Field of View (FoV) used in
the experiments is 180° with 8 m of maximum range which is compatible with the
Hokuyo installed in the UFES CloudWalker. This LRF sensor is attached to the SW’s
chassis at 70 cm high, same localisation of the used in the UFES CloudWalker, and
the map resolution was 0.05 meters/pixel.

TABLE 4.1: Mapping and localization, short paths: results from trials 1
to 5 in simulation environment

Segment | Size(m) Trials 1to 5 Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
Size(m) |error| (m) error (%) Size(m) | Size(m) | Size(m) | Size(m) | Size(m)

A 19.026 | 18.131+0.419 | 0.8974+0.378 | 3.653+1.375 | 18.500 | 17.550 | 18.550 | 17.901 18.152

B 7.974 7.5304+0.076 | 0.444+0.068 | 5.3554:1.006 7.500 7.450 7.500 7.650 7.550

C 5.359 4.9114+0.065 | 0.448+0.058 | 8.356+1.085 | 4.950 4.850 4.850 5.000 4.906

D 4.741 4.511£0.041 | 0.2314+0.037 | 4.86440.781 4.550 4.550 4.451 4.501 4.500

E 4.500 4.380+0.126 0.120+£0.112 | 2.658+2.500 4.451 4.500 4.200 4.451 4.300

Table 4.1 shows results from trials 1 to 5 for the mapping and localization ex-
periment, in which the SW performed short paths to generate them, and in Table
4.2, the results from trial 6, in which we made a long ride with the robot around the
environment.

TABLE 4.2: Mapping and localization, long path: results from trial 6

Segment | Size (m) Trial 6
Size (m) | |error|(m) | error (%)
A 19.026 18.801 0.225 1.183
B 7.974 7.500 0.474 5.944
C 5.359 4.950 0.409 7.632
D 4.741 4.600 0.141 2.974
E 4.500 4.250 0.250 5.550

Due robot angular and linear velocities for all the trials were limited in 0.5 m/s
and 1 rad/s, its rotation and displacement speeds, in relation to the segment, can
be classified as fast or slow and may result in poor performance of LRF sensor [93].
In the learn process of the segment B, the robot made a rotation in a narrow corri-
dor, which can be classified as a fast rotation and resulted in a high value of mean
percentage error for this segment, 8.356%.

The standard deviation values of the mean percentage error shows the necessity
to refine the robot pose estimation by adding new sensors to the robot, such as IMU
and/or depth camera, and to use the Kalman Filter sensor fusion technique [94].
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In trial 6, the robot performed a long path to map the environment. We com-
pare its results, Table 4.2, with the results from trials 1 to 5, Table 4.1. This strategy
reduces the error presented in the majority of the segments, except for segments B
and E. These results indicates the necessity to conduct further studies in parameters
of the gmapping ROS package such as the map_resolution, number of particle and

update rate.

4.3.2 Autonomous Navigation and Obstacles Avoidance

In this experiment '°, four cylinders (radius = 0.5 m, length = 1.0 m) were posi-
tioned in strategic places along the robot target paths, stressing that the SW had no
previous information about them in the generated map. We developed the path_-
generator ROS node which loads an .csv ' file with the seven predefined targets,
including the start and end desired robot positions, and send them to the SW by
using the ROS action_lib °. The SW navigation behavior for all the four trials is
exposed in the Figure 4.4.

[ ~———

@ Unkown obstacles
P Robot Targets
[OStart / End point
===Trial 1

===Trial 2

===Trial 3

=-==Trial 4

FIGURE 4.4: Results of all trials for the Navigation and obstacles avoid-
ance experiment

The linear and angular velocities were limited in 0.5 m/s and +1 rad/s respec-
tively for all trials, and the inflation_radius was 0.5. The tolerance in meters for
the controller in the x and y distance when achieving a goal, xy_goal_tolerance, was

Bhttps:/ /youtu.be/9e007Nx4Lmo
https:/ / pt.wikipedia.org/wiki/Comma-separated_values
Bhttp: / /wiki.ros.org/actionlib



Chapter 4. Design, Deployment and Validation of Autonomous Navigation 18
Strategy

setup to 0.10 m and the tolerance in radians for the controller in yaw /rotation when

achieving its goal, yaw_goal_tolerance, was 0.05 radians.

TABLE 4.3: Results for Navigation and Obstacles Avoidance with Posi-
tion (Euclidean distance) and Orientation (angular difference) errors

Target | Target Pose [x,y, 6] Robot Pose [z, 7,01 Position Error (m) | Orientation Error (rad)

1 [0.000, 0.000, 0.002] - - -

2 [4.490, 0.000, 0.002] [4.436+£0.032, -0.03140.029, 0.032£0.003] 0.07240.020 0.03040.003
3 [7.000, 3.000, -0.567] [6.9394-0.034, 2.9774-0.019, -0.5444-0.016] 0.071+£0.027 0.024+0.016
4 [12.000, 0.000, -2.574] | [12.0744-0.023, 0.103+0.036, -2.534+0.029] 0.113+£0.025 0.044+0.023
5 [7.000, -3.000, 2.294] [7.005+0.012, -2.9294-0.031, 2.334+0.013] 0.07140.031 0.03940.013
6 [4.490, 0.000, 3.141] [4.511+0.024, -0.1124-0.037, 3.11540.016] 0.118+0.033 0.02740.016
7 [0.000, 0.000, 3.141] [0.060+£0.023, -0.0034-0.012, 3.112+0.018] 0.062+0.022 0.02940.018

The mean value (0.31 + 0.04 m/s) of the trials linear velocities performed by the
simulated SW were less than the 0.5 m/s, typical gait speed for an usual pace in
elderly without any gait disorder [11].

The SW reached all the targets without any collisions, which means that the
robot is able to interact with new objects in the environment. It’s important to high-
light the influence of the inflation_radius parameter for the safe paths generation task.
If this value was higher than 1 m, the SW won’t create a path between cylinders a

and b, instead it will moves outside them to reach target 6.

The targets, SW pose, the Euclidean distance between the destination point and
the place where the robot stopped and the orientation error for all trials are exposed
in Table 4.3. Due the start point of the robot is the same that target 1, values of the
robot pose as well its errors were removed.

All the position errors were less than the xy_goal_tolerance, 0.10m, except in the
targets 4 and 6, in which the obstacles are closer to them. Ultimately, the orientation
errors from all the segments were less than the yaw_goal_tolerance, 0.05 radians.
These results could be influenced by the inaccurate SLAM strategy, evaluated in the

previous experiment.

4.4 Validation Results and Discussion

This section describes the validation of mapping and autonomous navigation
strategies, developed in simulation environment, in a real environment. It is nec-
essary to highlight that unlike the UFES CloudWalker digital twin, presented in
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Section 3.3, that uses the gazebo plugins as abstraction of its actuators and sensors,
in the UFES CloudWalker, described in Section 3.1, we made some adjustments in
the high level algorithms to met its electronic devices limitations.

4.4.1 Mapping and Localization

To validate the mapping and localization approach in real world, five walls of a
lobby were chosen to evaluate the generated map reliability, Figure 4.5. A measuring
tape was used to estimate their length.

FIGURE 4.5: Segments selected for Mapping and localization experi-
ment

All the six maps were generated with the linear and angular velocities limited to
0.25 m/s and 0.25 rad /s respectively. The Hokuyo LRF sensor was positioned 70cm
above the ground with a FoV of 180° and 8 m of maximum range. All the generated

maps and the respectively SW displacement are exposed in Figure 4.6.

Table 4.4 shows results from trials 1 to 5 for the mapping and localization exper-
iment, in which the SW performed a short path, and in Table 4.5, the results from
trial 6, in which the SW detected the environment segments more than one time, are
exposed.

By comparing the Tables 4.4 and 4.1 (presented in Section 4.3), it is possible to
conclude that the majority of the percentage errors presented in Table 4.4 are lower
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FIGURE 4.6: Generated maps of trials 01 to 06 and SW displacement.
Circle means the trials’ beginning and the triangle, the end.
TABLE 4.4: Mapping and localization, short paths: results from trials 1
to 5 in real environment
Segment | Size(m) Trials 1 to 5 Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
Size(m) lerror| (m) | error (%) | Size(m) | Size(m) | Size(m) | Size(m) | Size(m)
A 3.06 | 29940.04 | 0.05+0.04 | 1.63+1.35 | 3.01 3.05 2.95 3.03 2.95
B 263 | 251+0.14 | 0.08+0.14 | 3.04+5.37 | 2.55 2.55 2.52 2.25 2.68
C 559 | 55740.16 | 0.01£0.14 | 0.17+2.62 5.6 5.65 5.55 5.75 5.31
D 357 | 3.4240.09 | 0.11£0.09 | 3.08+2.60 | 3.46 3.42 3.5 3.5 3.25
E 195 | 1.94+0.03 | 0.004+0.03 | 0.00+1.75 | 1.91 1.92 1.95 1.95 2.00

than in Table 4.1, except for the segments B and D in which the robot performed a

short 90° rotation, which can be considered as a fast movement [95].

The behavior cited in the last paragraph occurs when comparing the Table 4.5

with the 4.2, from Section 4.3, and their percentage error values are almost in the the

same range. In both the SW visited all the five segments more than three times.

In order to select the best map to use in the Autonomous Navigation and Obsta-

cles Avoidance validation, we compare the errors between the real segment length
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TABLE 4.5: Mapping and localization, long path: results from trial 6

Segment | Size(m) Trial 6
(m) | |error| (m) | error (%)
A 3.05 295 0.11 3.59
B 2.63 2.68 0.05 1.90
C 5.59 5.58 0.01 0.17
D 3.57 3.45 0.12 3.36
E 1.95 2.0 0.05 2.56

and the estimated of all the trials (Tables 4.4 and 4.5). Finally, we chose the the map

generated in the Trial 6 to be used in the next experiments.

4.4.2 Autonomous Navigation and obstacle avoidance

The validation of the autonomous navigation strategy was conducted in two
parts. In the first one, the SW has to achieve 6 targets, in sequence, and no new ob-
stacles were placed between them, unlike the second sequence which has the pres-
ence of three unknown obstacles along the map. The main reason of this approach
is to expose and analyze the robot intrinsic errors while performing the developed
REI strategy without and with unknown obstacles, and validate if it achieved all the

targets without any collision.

The six predefined targets were sent to the SW by using the path_generator pack-
age and for both sequences, with and without new obstacles, and five trials were
conducted. The robot displacement for all trials without unknown obstacles is ex-

posed in Figure 4.7 and, in Table 4.6, the position and orientation errors are exposed.

The linear and angular velocities were limited in 0.25 m/s and +1 rad/s re-
spectively, and the inflation_radius was 0.7. The controller tolerances for both posi-
tion distance when the robot achieves a target (xy_goal_tolerance) and orientation in
yaw /rotation (yaw_goal_tolerance) was setup, respectively, in 0.20 m and 0.44 rad ~
25 degrees.

Given that the linear velocity is limited in 0.25 m/s, the UFES CloudWalker
speed is considered safe for an usual pace in elderly without any gait disorder [11],
its mean value for all trials was 0.133 +0.105 m/s.

In general, the mean values of the position errors were less than the tolerance,
20 cm, for the majority of the targets, expect for Target 6 in which it exceeded the tol-

erance in 23 mm, this value can be considered small in comparison with the wheels
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FIGURE 4.7: UFES CloudWalker displacement for all five trials without
obstacles in real environment.
TABLE 4.6: Results for Navigation and Obstacles Avoidance with Posi-
tion (Euclidean distance) and Orientation (angular difference) errors
Target | Target Pose [x,y, 6] Robot Pose [7,7,0] Position Error (m) | Orientation Error (rad)
1 [3.808, 0.000, 0.856] | [3.822+:0.030, 0.014+0.036, 0.635+0.061] 0.020+0.020 0.22140.061
2 [5.694,2.172,1.4449] | [5.7112£0.027, 2.070+0.034, 1.077+0.036] 0.102+0.037 0.36740.036
3 [6.000,3.390,1.838] | [5.962+0.037, 3.315+0.033, 1.545+0.104] 0.083+0.030 0.293:£0.104
4 [5429,5.170,-3.131] | [5.5094:0.029, 5.14340.023, 2.94940.021] 0.084+0.028 0.18240.021
5 [3.999,5.176, 2.038] | [4.083+0.046,5.222+0.023, -2.27140.028] 0.095-£0.045 0.23340.028
6 [3.386,2.926, -1.6313] | [3.295+0.039, 3.130+0.030, -2.04940.023] 0.223+0.031 0.41740.023

separation distance of the robot, 800 mm. In other hand, all the orientation error
values were less than the tolerance (0.44 rad).

Figure 4.8 illustrates the UFES CloudWalker displacement for all the 5 trials in
the experiment with three unknown obstacles. There, it is possible to note that the
SW reached all the targets without any collisions, meaning that the robot interact

with new objects in the environment through the Hokuyo LRF sensor.

The empty red circles around the unknown objects illustrates the effect of the
inflation_radius parameter influence, used to guarantee that the SW will not collide
with them. The targets, SW pose, the Euclidean distance between the destination
point and the place where the robot stopped and the orientation error for all trials
are presented in Table 4.7.
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TABLE 4.7: Results for Navigation and Obstacles Avoidance with Posi-
tion (Euclidean distance) and Orientation (angular difference) errors

Target | Target Pose [, y, 6]

Robot Pose [Z, 7,61

Position Error (m)

Orientation Error (rad)

1 [3.808, 0.000, 0.856]
[5.694, 2.172, 1.4449]
[6.000,3.390, 1.838]
[5.429,5.170, -3.131]
[3.999, 5.176, -2.038]
[3.386, 2.926, -1.6313]

N Ul = W N

[3.81140.029, -0.0234+0.027, 0.618+0.033]
[5.92640.188, 2.014+0.070, 1.204+0.101]
[6.01140.054, 3.311+0.057, 1.451+0.091]
[5.57440.058, 5.149+0.025, 2.929+0.026]
[4.096+0.069,5.2214+0.024, -2.2584-0.048]
[3.283+0.037, 3.1254+0.024, -1.471+0.246]

0.024+0.020
0.280+0.085
0.079+£0.053
0.146+0.059
0.106+0.061
0.223+0.019

0.238+0.033
0.240+0.101
0.387+0.091
0.201+0.026
0.219+0.048
0.160£0.246

The mean position error values for the targets 1, 3, 4 and 5 were less than the

tolerance, 20 cm. In target 2, in which the robot local planner modified the previous

path to achieve it due a unknown object, this value exceeded the tolerance in 80 mm.

The same behaviour happened in the last target, in which this value exceeded the

tolerance in 23 mm.

For the majority of the targets the mean value of the robot position error kept

less than the tolerance, except for targets 2, in which the robot local planner modified

the previous path to achieve this target, and as expected in the last sequence of trials

the robot position was higher for target 6. All the orientation errors were less than

the tolerance.
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FIGURE 4.8: UFES CloudWalker displacement for all five trials with
unknown obstacles in real environment.
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Finally, due the fact that the global and local planners are based on probabilis-
tic methods, the robot displacement for trial 1 is different from the others when it
avoided the second unknown object.

4.5 Preliminary Conclusions

This chapter presented the development and validation of an autonomous nav-
igation strategy applied to the UFES CloudWalker. The mapping and localization
experiments in simulation environment proved that despite the errors presented in
the Table 4.1, the proposed strategy, through the ROS framework, provided enough
evidence about its consistency. In the second experiment, it was proven that the pro-
posed autonomous navigation strategy for known and unknown objects, provided
a safety path for a guided lower-limb rehabilitation therapy.

The validation results for the mapping and localization experiment indicate the
reliability of the developed setup and algorithm. The combination of both quadra-
ture encoders and IMU data, processed by the robot_pose_ekf '® ROS node in order
to estimate a better robot position, provided percentage errors even lower than the

exposed in the simulation environment.

From the analysis of the autonomous navigation and obstacles avoidance ex-
periments results, it is possible to infer that this implementation allows the robot to
achieve each target successfully. In general, the majority of the errors position errors
were smaller than the tolerances, remembering that in the cases when the opposite
occurs, the exceeded value was 32 time smaller than the robot wheels separation
length.

Once the development of autonomous navigation strategy was validated, the
next step is to develop and validate an strategy which will allows shared control
between the human, robot and environment. In the next chapter, the development
of an HREI control strategy is presented.

16h’ctp: / /wiki.ros.org/robot_pose_ekf
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Chapter 5

Development and Validation of
Human-Robot-Environment

Interaction Strategy

In this chapter, the Development and Validation of HREI strategy is presented.
The motivation of such implementation is to allow the UFES CloudWalker the ca-
pacity to provide guided lower limb rehabilitation autonomously respecting the
user’s needs and the environment constraints. The proposed strategy allows our
robotic platform to adjust its velocity while it assists the user’s locomotion in the

environment.

5.1 Materials and Methods

All the experiments conducted in this chapter used the same setup of Section
4.4, the UFES CloudWalker, the autonomous navigation strategy described in it,
and the same environment were used. The main difference here is that we use the
RPLIDAR A3 LRF sensor to acquire the user’s legs data. This sensor was positioned
33.8 cm above the ground with maximum range adjusted to 70 cm and with 60° of
FoV from 155° clockwise angle.

The Figure 5.1 is a representation of the UFES CloudWalker top view which
summarizes the relationship between the two laser scanner sensors employed, the
Hokuyo (readings in dashed blue) is pointed to the environment while the RPLI-
DAR A3 (readings in dashed red) to the user’s legs.
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FIGURE 5.1: Relationship between Hokuyo and RPLIDAR A3 laser
scanners in top view.

The Leg Detection Module presented in [28] is used to estimate the position of
the user’s legs and also his distance to the robot through the LRF readings. We create

two virtual zones to infer whether the user wants to interact with the robot or not
(Figure 5.2).
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FIGURE 5.2: Interaction and zero zones between the Human and the
SW.
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The HREI controller, depicted in Figure 5.3, receives two inputs: The estimated
distance between the human and the robot, and the velocity command calculated by
the REI strategy. The robot only begins to move if the user is inside the Interaction
Zone, at least 65 cm of distance.

Distance values between 65 cm and 45 cm influences the previous velocity com-
mand calculated by the autonomous navigation strategy and applies a proportional
gain, from 0.0 to 1.0, accordingly the Human position. In cases when the user is
faster than the SW, distance values smaller than 45 cm, the proportional gain re-
mains at 1.0, and the robot velocity commands will keep at its maximum value,

previous calculated in the autonomous navigation module.

_HREI Controller

/rp_scan

——=— P lLeg Detection M—»Wormalization;

/hokuyo_scanI REI ilrei/cmd_vel - ¢p M_» IE:OOVI\’I]tI;?)YIg:"
/odom
Lodom g ;

FIGURE 5.3: HREI controller workflow.

When the human is inside the Interaction Zone (0.45 < distance < 0.65), the
first step is to change the distance value by simply calculation of the subtraction
absolute value between beginning of the interaction zone and the actual distance, d
accordingly Equation 5.1. The D,,,. could result in values from 0.0 to 0.20.

Done (k) = [0.65 — d(k)| (5.1)

Once the D,,,. was calculated, the next process is to normalize it from 0.0 to
1.0. After this, it is possible to calculate the Proportional Gain through a modified
Sigmoid function, Equation 5.2, with 3 equals to 2 and x is an alias to D,,,.. The

behaviour of such implementation is depicted in Figure 5.4.

(5.2)
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FIGURE 5.4: Modified Sigmoid function which calculates the Propor-
tional Gain.

The last steps are to apply the Proportional Gain in both linear and angular
velocity previously calculated by the REI strategy, respectively Equations 5.3 and
5.4, and send it to the Low Level Controller through the /cmd_vel ROS topic.

New Linear VGIOCity . VHRE](]{Z) = P(]f) X VREI (53)

New Angular Velocity : wyrer(k) = P(k) X wrer (5.4)

The experimental procedures follow the same methodology adopted in subsec-
tion 4.4.2: two scenarios were conducted. In the first one, five health individuals
(three women and two men, average height: 1.72 m) were asked to be assisted by
the UFES CloudWalker, while it was achieving target by target. At this point, we
were interested to validate the performance of our new controller, which takes into
account the user position, in the guided locomotion task between each target. No

unknown objects were placed in the environment.

In the last scenario, we asked to only one individual, a woman with 1.65 m of
height, to stop anytime while the robot assists her, simulating a possible fatigue or
fail. Two unknown objects were also placed in the environment during the exper-

iment. In this case, we were trying to investigate no only if the robot achieved all
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the targets, but also if it was respecting the user’s needs and the changes in the

environment. Results for both sequences were exposed in the next section.

5.2 Results and Discussion

The results for the first 5 trials with healthy individuals and no unknown ob-
stacles in the environment are exposed bellow. Table 5.1 shows the position and
orientation errors when the SW reaches each target, and Figure 5.5 the robot dis-
placement for all the five trials.
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FIGURE 5.5: UFES CloudWalker displacement for all five trials with no
obstacles in the environment.

By observation of Figure 5.5 it is possible to infer that the SW behaviour was
similar to the depicted in Figure 4.7. In Table 5.1, the mean values of the position
errors for targets 1,2,3,5 and 6 were less than the tolerance, 20 cm, only for target 4
this value exceeded the tolerance in 1 mm. All the orientation errors were less than
the tolerance, 0.44 rad, except for target 6 in which this value exceeded the tolerance
in 0.015 rad. Almost all the orientation errors were less than the tolerance. Only in

Trial 6 it was observed that this value exceeded the tolerance in 0.015 radians.

Figure 5.6 illustrates the robot displacement in the environment with unknown
obstacles being positioned while the SW is guiding the human to the targets. The
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TABLE 5.1: Results for validation of the HREI strategy with Position
(Euclidean distance) and Orientation (angular difference) errors

Target Target Pose [x, y, 6] Robot Pose [Z, 7,61 Position Error (m) | Orientation Error (rad)
1 [3.808, 0.000, 0.856] [3.760+0.042, -0.0104:0.027, 0.681+0.050] 0.04940.024 0.17540.050
2 [5.694, 2.172, 1.4449] [5.772+0.065, 2.055+0.045, 1.08540.033] 0.14140.066 0.36040.033
3 [6.000,3.390, 1.838] [6.00140.033, 3.277+0.048, 1.514+0.087] 0.1134+0.044 0.32540.087
4 [5.429,5.170, -3.131] [5.606+0.036, 5.074+0.053, -2.9770.037] 0.20140.050 0.1544-0.037
5 [3.999, 5.176, -2.038] [4.14640.043,5.211+0.029, -2.20340.037] 0.150+0.040 0.16540.037
6 [3.386, 2.926, -1.6313] | [3.36240.045, 3.09840.044, -2.086+0.036] 0.17340.046 0.4554+0.036

position and orientation errors of this experiment are detailed in Table 5.2. It is

observed that for targets 2, 3, 4 and 5 the mean values of the position errors were

higher than the tolerance.
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FIGURE 5.6: UFES CloudWalker displacement for the last trial, in

which unknown obstacles were placed in the environment.

To understand these results, it is important to analyze the autonomous naviga-

tion strategy commands, the influence of the human’s legs distance in the proposed

HREI strategy commands and how the UFES CloudWalker performed in respect to

these commands. Figure 5.7 presents the human’s distance from our robot during

the trial and the its relationship with the proportional gain.

We use the red rectangles to highlight the segments in which the user stops to

walk, simulating fall or fatigue. In the blue ones, we shown those in which the

user’s velocity was higher than that of our SW.
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TABLE 5.2: Results for Navigation and Obstacles Avoidance with Posi-
tion (Euclidean distance) and Orientation (angular difference) errors

Target Target Pose [, y, 0] Robot Pose [x, y, 01 | Position Error (m) | Orientation Error (rad)
1 [3.808, 0.000, 0.856] [3.790,0.040, 0.599] 0.043 0.258
2 [5.694, 2.172, 1.4449] [5.801, 1.861, 1.156] 0.328 0.289
3 [6.000,3.390, 1.838] [6.095, 3.206, 1.421] 0.207 0.418
4 [5.429,5.170, -3.131] [5.712, 5.076, -2.934] 0.298 0.198
5 [3.999, 5.176, -2.038] [4.275,5.207, -2.211] 0.277 0.172
6 [3.386,2.926,-1.6313] | [3.253, 3.056, -1.576] 0.186 0.055
Human Distance
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FIGURE 5.7: From top to bottom: the Human Distance, The D, value
and the Proportional Gain.

In the three graphics in Figure 5.8 we present the linear and angular velocities
commands from both autonomous navigation and HREI strategies, and also the
UFES CloudWalker performance. We used yellow rectangles to show the segments
in which the SW position is closer the target, and the red ones to present again the
influence of the proportional gain in both HREI velocity commands and , consecu-
tively, the UFES CloudWalker performance.

Due the unknown obstacle positioned when the robot achieved the target 1 (Fig-
ure 5.6) it performed a fast turn to left, positive angular velocity value in Figure 5.8,
consecutively the position error was higher than the others in target 2, an excess of
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FIGURE 5.8: Velocity commands and robot odometry: REI, HREI and
odometry.

128 mm in the tolerance value. In target 3, the position error also exceed the toler-

ance in 7 mm.

Between targets 3 and 4 the user made a pause which forced the SW to stop,
proportional gain equals to zero. After this, she returns to walk and the robot began
to guide her. This break and walk results in an position error 98 mm above the

tolerance in Target 4 and probably Target 5.

The maximum excess values in the position errors, 128 mm in target 2, is six
times smaller than the robot wheels distance, 800 mm. Ultimately, all the orientation

errors were less than the tolerance.

5.3 Preliminary conclusions

In this Chapter, the development and validation of a Human Robot Environ-
ment Interaction strategy through both Autonomous Navigation and obstacle avoid-
ance algorithm, and the user’s leg distance applied in the Smart Walker was con-
ducted.
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For the first trials sequence, no unknown obstacles, it is possible to affirm that
the robot performance was similar to the experiments in subsection 4.4.2. Although
the control has been shared among human, robot and the autonomous navigation

strategy, the robot reached each trial with success while guiding the human.

When changes in the environment were done, the UFES CloudWalker detected
and avoided collisions with them. There’s no collisions between the robot and new
obstacles. Our SW stops instantly when the user made pauses, avoiding falls and
respecting possible user’s fatigue. Although it was observed some excesses in the
position errors, it is possible to affirm that the UFES CloudWalker adapts its be-
haviour accordingly the user and the changes in the environment while providing

guidance in the task to achieve each target of the six predefined targets.
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Chapter 6

Conclusion and Future Work

Mobility is the most relevant physical ability that impacts directly people’s life,
whether in individual activities or in group. In Chapter 1, we described our motiva-
tion to write this master’s thesis, our research group expertise with smart walkers,
as well as, the current trends reported in the literature about this topic. Then, in
Chapter 2, we presented a theoretical background in mobility assistive devices, fo-
cusing in smart walkers, and ultimately the concept of cloud robotics with some

examples of applications in healthcare.

We shown, in Chapter 3, an overview of the proposed robotic platform, the
UFES CloudWalker and details related to the development of its hardware and soft-
ware architectures, and the integration with its subsystems for HREI strategies.

Chapter 4, illustrates the process of development of a REI control strategy in
simulation and real environments. The results in simulation environment proved
the reliability of the proposed implementation and all the errors from both mapping
and autonomous navigation indicated the necessity of refine the robot pose through
an IMU.

In real environment, several challenges were found and solved, from the de-
sign of the hardware and integration with all the sensors, to time synchronization
between robot and remote PC. We also improved the estimation of the robot pose
through the Extended Kalman Filter.

Finally, in Chapter 5 an HREI control strategy was developed and validated.
The HREI controller mixed data from the autonomous navigation strategy cited in
Chapter 4 and the user’s distance from the SW. This strategy allowed the robot to
adapt its behaviour accordingly the environment changes and the user necessities.
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Due this, the robotic platform stopped moving when the human made pauses and
also avoided collision with new obstacles placed in the environment while it was

guiding him.

After the conclusion of this work, several possibilities for the future are viable.
Once the validation of the experiments were conducted in local network and the
processing was made in a notebook, the exploitation of such approaches can be
integrated with a VM stored on the cloud.

The developed autonomous navigation strategy creates paths in which the robot
only fixes the orientation error when the position error to the target is smaller. This
can be considered dangerous to a lower limb disability person due the movement
of rotation under itself. Due this, a new improvement must be done in the path
planners to avoid this movement creating paths in which the robot will reach the

target with the desired rotation or closer it.

In this dissertation, no user experience analysis was conducted. In the future,
it is important to elaborate experimental protocols to measure both qualitative and

quantitative data related to the users’ experience.

Ultimately, the experiments were conducted in health people which was useful
to validate the proposed HREI strategy. As a future work, long-term experiments in
rehabilitation clinics could be conducted aiming to evaluate the patients rehabilita-

tion progress with such robotic device.
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Appendix A

Low Level Controller

The low level control loop receives as input velocity commands from the Walker_-
PC which could be generated by the user or control strategies which publishes mes-
sages directly in the /cmd_vel topic. Two independent PID controllers are used in
this implementation (Figure A.1).

|Ve|ocity commandl

y

( ) Controller Integer
walker
to wheels

Right PID | > Voltage to

- Left PID | > Voltage to

Controller Integer

Left Encoder Left Motor

rpm counts
< <
to m/s to rpm

Right Encoder Rjght Motor
rom counts
tom/s[  |torpm|[

FIGURE A.1: The UFES CloudWalker low level control unity in which
the red lines represent right wheel control loop and the blue, the left.

From the velocity command is possible to extract both linear (V) and angular
(w) velocities, respectively msg.linear.x and msg.angular.z. They are used in the block
walker to wheels which calculates both left (Vj.s:) and right (V,,..) reference velocities
inm/s accordingly Equations A.1 and A.2. The d means wheels separation distance.

w X d

Weft =V - 9 (Al)
X d

Viight = V + — (A2)

2
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We leverage the counts from quadrature encoders coupled in both left and right
motors to get their rotation speed in rpm through Equation A.3, in which AP means
pulses counts variation, PPR is for Pulses Per Revolution, GR the Gear Ratio and
AT is the time time elapsed between each acquisition loop. To convert the veloc-
ities from each wheel from rpm to in m/s we use the rpm to m/s block. The only

parameter to be setup is the wheel radius, R, accordingly Equation A 4.

AP 1.0  60.0

Vion = 5pR X GR AT (A3)
2x 71X R
Vm/s - W X ‘/rpm (A4)

Once we have both reference and current signal, the error is calculated and sent
to individual PID controllers which calculates the respective voltage signal that will
be converted to a 8-bit integer value (/),Equation A.5, and sent to the MD22 driver.

I =Vprp x 5.3125 + 127.5 (A.5)

We use also the wheels velocities in m/s to calculate the robot odometry. Linear
(V) and angular (w) velocities are calculate accordingly Equations A.6 and A.7. The
walker pose [z,y,0] estimation from the wheels encoders is calculate accordingly
Equations A.8, A.9 and A.10.

Weft + ‘/right

V= 5 (A.6)
. V;’ight - ‘/left
w = Lt (A7)
o(k) = 2(k — 1) + V() x cos((k)) x (¢(k) — t(k — 1)) (A.8)
(k) = y(k — 1)+ V x sin(0(k)) x (t(k) — t(k — 1)) (A9)

0(k) = 0(k — 1) + w(k) x (t(k) — t(k — 1)) (A.10)






